CHANGES IN SOCIAL NETWORK STRUCTURE IN RESPONSE TO EXPOSURE TO FORMAL CREDIT MARKETS
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Abstract. We study how the introduction of microfinance changes the networks of interactions among 16476 households in 75 Indian villages, and develop a new dynamic model of network formation to explain the empirical findings. None of the villages were exposed to microfinance by 2006, and 43 villages were through 2010. Using a two-wave panel of network data collected in 2006 and 2012, we compare changes in networks in villages exposed to microfinance relative to those not exposed. Networks exposed to microfinance experience a significantly greater loss of links—for credit relationships as well as advice and other types of relationships—compared to those not exposed. Microfinance not only results in decreases in relationships among those likely to get loans, but also decreases in relationships between those unlikely to get loans. These patterns are inconsistent with models of network formation in which people have opportunities to connect with whomever they wish, but are consistent with a model that emphasizes chance meetings that depend on relative efforts to socialize coupled with conditional choices of whom to connect with, as well as externalities in payoffs across relationships between pairs and triples of people.
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1. Introduction

That formal institutions can crowd out informal ones, possibly to the detriment of many or even a majority of the population, is an old idea (Arrow, 2000; Putnam, 2000) but the empirical evidence is scant and with a few exceptions, rarely goes beyond simple correlations. A challenge is to find detailed data on networks of informal relationships with variation in access to formal institutions. Using a unique data set with these features, we provide a detailed look at how a formal institution crowds out informal relationships in a specific context, and develop a new model of network formation that may help answer these questions more
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broadly. In particular, we see effects that reach well-beyond the people who are involved in
the formal institution, and on relationships that have no direct connection to the institution,
and argue that the observed patterns are informative about the theory of network formation.

Specifically, we examine how the introduction of microfinance affects the evolution of
social networks in villages in rural India. Social networks are an important source of credit,
insurance, information, advice, and other economic and non-economic benefits. One would
expect that people who get microfinance loans would change their networks of informal
borrowing and lending. What is interesting and perhaps less obvious, is that the that
exposure to microfinance induces widespread changes in social and economic networks, well
beyond the people directly involved in microfinance borrowing and beyond relationships of
borrowing and lending. We argue, based on this evidence, that network formation exhibits
several key features: social effort is needed to maintain current relationships, forming new
connections involves significant chance in meetings (“undirected search”), and different types
of relationships are formed at the same time (multiplexing).

We use a panel that we collected (Banerjee, Chandrasekhar, Duflo, and Jackson, 2013,
2014b) over 6 years in 75 villages. In Wave 1, collected in 2006, no villages were exposed to
microfinance. By Wave 2, collected in 2012, 43 villages were exposed to microfinance and the
remaining 32 were not. Using detailed panel network data that we collected from the two
waves (covering 16,476 households), we examine differences in the evolution of the networks
between the microfinance and non-microfinance villages.

These 75 villages were selected because, in 2007, no microfinance was available in any of
these villages, but a microfinance institution, Bharatha Swamukti Samsthe (BSS), intended
to start operating in all of them. Between 2007 and 2010, BSS entered 43 of these 75 villages.
We call these MF villages. The world financial crisis halted BSS’s expansion and so they
stalled expansion, and the remaining 32 villages were not exposed to BSS during our study.
We call these non-MF villages. We take advantage of this variation to estimate the impact
of microfinance on the villages, using a difference-in-difference strategy.

We find that the introduction of microfinance is associated with a 11% decline in the
probability of a link between any two households \( p = 0.077 \) in a MF village compared to
a non-MF village. This is robust to controlling for a rich array of baseline variables (chosen
via double post-LASSO (Belloni, Chernozhukov, and Hansen, 2014a,b)).

We then investigate how the changes in networks are distributed across two types of
households: those who end up taking up microfinance loans and those who do not. A priori,
we would expect a financial innovation to have different effects on those who end up borrowing
from the MFI relative to those who do not. One might expect that those who become

---

1See, e.g., Udry (1994); Fafchamps and Lund (2003); Karlan, Mobius, Rosenblat, and Szedll (2009); Beaman
and Magruder (2012); Ambrus, Mobius, and Szedll (2014); Blumenstock, Eagle, and Fafchamps (2016);
Munshi and Rosenzweig (2016); Blumenstock and Tan (2016); Breza (2016).
microfinance clients would curtail their financial relationship with others – in particular they might be less willing to lend small sums to their friends, because a microfinance loan requires weekly repayments, which takes discipline and induces financial stress (Field, Pande, Papp, and Park, 2012). Alternatively, it could also be that microfinance clients end up with extra money that they would lend to others. On the other side of the ledger, their own need to borrow from friends, including those not involved in microfinance, could potentially go up or down – down because they can get microfinance loans to cover large expenses, or up because they need short-term help to meet their repayment obligations (Field, Pande, Papp, and Park, 2012; Feigenberg, Field, and Pande, 2013). Such changes could affect their willingness to maintain friendships, including with those who do not take up microfinance.

Although microfinance could change relationships between those who get microfinance loans as well as their relationships with others, prima facie (without any sort of externality or spillover), one might not expect any changes in the relations between pairs of households neither of whom take up microfinance.

To explore how the network changes are distributed across people who take up microfinance and those who do not, we need to be able to compare to the equivalent groups in the non-microfinance villages. That is, we need to identify those who are more likely to and less likely to have become microfinance clients if they had the chance in the non-microfinance villages. To this end, we use a random forest model to classify households in MF and non-MF villages in terms of whether they would have a high ($H$) or low ($L$) likelihood of joining microfinance if were offered in their village, using eligibility rules and network position as source of identification.\(^2\) This allows us to compare what happens to $H$s in microfinance versus non-microfinance villages, as well as to $L$s.

We begin by looking at the rate that two $HH$s that were linked in Wave 1 are linked in Wave 2 in microfinance villages compared to non-microfinance villages. We find an (statistically insignificant) decrease of 1.6pp relative to a mean of 44.1%. Next we look at $LH$ links as access to microfinance could lead $H$s to decrease their linking to others. In fact, we see a larger decrease in $LH$ relationships (7pp) than in $HH$ relationships in microfinance villages compared to non-microfinance villages and the difference is significant ($p = 0.00$).

The surprising result is that $LL$ links also differentially decline in microfinance villages. An $LL$ link that exists in the Wave 1 in a microfinance village is 7pp less likely to exist in Wave 2 than in a non-microfinance village; this decline is significantly greater than the decline in $HH$ links ($p = 0.003$). If anything, one would have expected $LL$ relationships to

\(^2\)This can be thought of as a machine-learning version of standard propensity scoring. We use network position because the MFI’s procedure was to enter a village by contacting certain leaders first (e.g., teachers, leaders of self-help groups, shopkeepers), network distance to such leaders influences the odds that the household hears about microfinance (Banerjee, Chandrasekhar, Duflo, and Jackson, 2013), even after controlling for their own network position. Eligibility rules are obviously useful.
increase in microfinance villages, since they are losing access to $H$s and still have needs to borrow and lend.

A priori, one potential explanation of this comes from a model of network formation that predicts correlation in adjacent links (Jackson, Rodriguez-Barraquer, and Tan, 2012). In that setting a relationship between two $L$s could be ‘supported’ by an $H$. The idea is that the relationship between two $L$s can only be sustained if their mutual friendship with some other household. That friend-in-common can help support incentives to borrow and lend between the $L$s because if one of the $L$s fails to help the other, then that $L$ also risks losing the relationship with the mutual friend, for instance an $H$. The theory predicts that we should see triangles of relationships that are mutually dependent (or even more elaborate structures called quilts). So this provides one potential explanation for the disappearance of the $LL$ links: if they appear in $HLL$ triangles, then when $HL$ links disappear, then the $LL$ links will also disappear.

We do find some support for ‘support’. In general, links that are connected in triangles are significantly correlated in their appearance/disappearance. For instance, the probability that an $LLL$ triad survives is over twice what would be predicted using the probability that three independent adjacent $LL$ links survive.

This is however not the end of the story. When we examine the disappearance of triangles, we see that it is the $LLL$ triangles that are most likely to disappear in MF villages compared to non-MF villages. In MF villages, the probability that an $LLL$ triad survives is 10.6pp less than the probability that an $HHH$ triad survives ($p = 0.001$) using the corresponding triads in non-MF villages as controls. Furthermore, the probability that at least one link in the Wave 1 triad disappears after microfinance exposure, in MF villages relative to non-MF, is highest for $LLL$, and the difference with $LLH$ and $LHH$ triads is positive and significant ($p = 0.009$ and $p = 0.010$, respectively). Thus, the greatest effect of microfinance on network links is among the people least likely to be involved in microfinance, and even in parts of the network that are not directly dependent upon relationships with $H$s. This spillover extends beyond what is predicted by the support model of Jackson et al. (2012), and is also inconsistent with a variety of other network formation models (as we discuss in below and in Appendix C).

To provide an explanation for this phenomenon, we develop a new model of network formation that can explain why links between the $L$’s would decline at the fastest rate. The model we build comes from a simple idea, which fits with our anecdotal impressions of how socializing works in the villages. In the model, old relationships are maintained and new ones are formed when people socialize in an “undirected” way. A stylized interpretation is that people show up at the town square, or a local tea shop, to ‘hang out’ and socialize.
Seeing their current friends keeps those relationships intact, and meeting new people sometimes results in new relationships. People who do not show up at the town square lose old relationships and form fewer new ones.

The key externality is that the returns to socializing depend on who else is socializing. $L$ types care about how $H$ types socialize and the value of $HL$ links, and changes in $H$ types’ socialization in response to microfinance then changes incentives for $L$ types to socialize - which changes the incidence of $LL$ links. In particular, the availability microfinance changes $H$ types access to credit, and as a result could either increase or decrease their willingness to borrow and lend. For instance, because microcredit requires regular repayments, small loans to friends may become more burdensome and therefore $H$ types who take out microfinance loans may cut back on their lending. This is, in fact, consistent with what we see: the probability of lending declines for $H$ types in microfinance villages and while their probability of borrowing from a network member stays the same (or possibly declines). As such, the value of links to $H$ types for both $H$ and $L$ types declines. As $H$s become less willing to lend, this can have a larger negative impact on $L$s rather than $H$s, which leads to less socializing by $L$s. As $L$s socialize less there is a larger relative drop in $LL$ links. A simple extension of the model to account for the formation of triads (triangles) rather than just dyads lead to similar results for $LLL$ relationships.

This model matches the patterns we observe the data village exposed to microfinance.\(^3\) We structurally estimate the parameters of this model—the relativevaluations of $H$ and $L$ links for $H$ and $L$ types as well as equilibrium socializing efforts for each type – in both microfinance and non-microfinance villages. Our estimates suggest that introducing microcredit reduces the relative value of $HH$ links, $HL$ links, and even $LH$ links. As a result, both equilibrium efforts of $H$ and $L$ decline leading to even larger declines in the overall number of $LL$ links in the network despite no change in $LL$ link values.

Another prediction of this class of models is that there should be spillovers across different types of relationships, since it is the same town square where people also form other relationships such as advice relationships. We see almost exactly the same patterns of disappearance in relationships of advice as in borrowing/lending relationships.

Finally, as a check on what the model is predicting, we also examine changes in where people borrow from: friends, family, MF, self-help groups, or money-lenders. We find that $H$ households, as expected, borrow significantly more from microfinance than $L$ households in microfinance villages. And consistent with the disappearance of the $LL$ links, the $L$ households, after the introduction of microfinance, borrow relatively less from friends in MF villages compared to non-MF. For instance, for an $L$ with only one $L$ friend in the baseline,

\(^3\)To explain why other standard models cannot deliver these results, we explore four versions of alternative models of network formation that do not have “undirected” search. These are described in Online Appendix C.
we see a Rs. 2582 ($p = 0.02$) decline in loans from friends relative to their counterparts in non-MF villages and in fact the decline in loans from friends exceeds the corresponding decline for the $H$s (Rs. 1214, which is significantly less than Rs. 2582, $p = 0.09$).

Our research on how exposure to formal credit affects social and economic networks is related to some important recent and ongoing work. Feigenberg et al. (2013) find that participation in microcredit creates tighter social relationships among group members. Binzel, Field, and Pande (2013), Banerjee, Breza, Duflo, and Kinnan (2014a), and Comola and Prina (2014) explore whether and in what ways interventions that affect household finance decisions also end up affecting those households’ networks. Binzel et al. (2013) look at network effects in a randomized roll-out of bank branches in India. Their focus is on whether individuals are less likely to make transfers to their friends in a non-anonymous dictator game after being exposed to the financial institution. Similarly, Banerjee et al. (2014a) look at a randomized expansion of a microfinance institution in Hyderabad, India and identifying heterogeneous effects on the probability of having a link. They find that degree declines as does support when individuals are exposed to microcredit, particularly for seasoned entrepreneurs. Comola and Prina (2014) study how individuals’ social networks change when randomly assigned to receive a savings account in Nepal. Their focus is on looking at post-period expenditure spillovers, taking into account network change due to the exposure to the savings account. Another, recent and independent, study that examines how policy interventions affect network structure is Heß, Jaimovich, and Schündeln (2018). Unlike our study, they look at a community driven development initiative (CDD). The CDD involved providing a very large disbursement—one half of the annual income per capita—per household in each treatment village. The villagers had to collectively decide through the CDD which projects to execute. Heß et al. (2018) collected a cross-section of network data in 2014 and, like us and prior studies, document declines in network density and closure. The CDD is subject to political maneuvering and so the researchers examine how the scope for elite capture affects the network structure. A key difference between the CDD versus the micro-credit/savings contexts is that the injection of the former is massive and at the community level whereas the micro-loans are both smaller in size and only apply to a small subset of the community; so the general equilibrium effects on network structure come from very different sources and for different reasons.\footnote{Nonetheless, our model could still be useful in understanding the effects in such larger and more pervasive interventions.}

Our study contributes to and extends this line of inquiry. Our main distinction is the emphasis on spillovers on non-participants and other types of relationships. We also use the evidence of hose spillovers to argue for a particular model of network formation. Our data is also exceptionally rich: we have a panel of nearly 16,476 households with 71% of links observed in Wave 1 and 99% observed in Wave 2.
A main lesson from our paper is that presence of significant and widespread interdependencies and spillovers in network formation across both types of people and types of relationships. The nature of these interdependencies suggests that some form of undirected search is needed to explain the data. This bears out a long-standing prediction of theoretical models of network formation. Networks are not designed but result from the decentralized decisions of individuals and, as the evidence in this paper shows, a shift in the incentives of one group of people to form links can have substantial (negative) effects on other parts of the network and groups that they ignore when choosing their own behavior.\(^5\)

Our work also contributes to the literature on network formation in two ways, both by introducing a new model and showing why the various features of that model are needed (at least in this application). Previous models of network formation that involve explicit choice in the process\(^6\) can be thought of as coming in three flavors:

(i) models in which people have the opportunity to connect with whomever they want, subject to reciprocation (e.g., Jackson and Wolinsky (1996); Dutta and Mutuswami (1997); Bala and Goyal (2000); Curcurinì and Morelli (2000); Jackson and Van den Nouweland (2005); Bloch, Genicot, and Ray (2008); Herings, Mauleon, and Vannetelbosch (2009); Jackson, Rodríguez-Barraquer, and Tan (2012); Boucher (2015)...);

(ii) models in which there are exogenously random meetings and then conditional upon meeting people choose with whom to connect (e.g., Watts (2001); Jackson and Watts (2002); Christakis, Fowler, Imbens, and Kalyanaraman (2010a); König, Tessone, and Zenou (2014); Mele (2017)...); and

(iii) models in which people put in some efforts to socialize which then results in some random meetings, but then relationships are formed as a result of those efforts without further choice (e.g., Curcurinì, Jackson, and Pin (2009, 2010); Cabrales, Calvó-Armengol, and Zenou (2011); Canen, Jackson, and Trebbi (2017)).

The empirical patterns that we observe here require models that are richer than (i) and (ii), and require some externalities in the efforts to search and meet. At the same time, models in class (iii) that only involve those efforts and no further choice also have problems generating the differential patterns that we see among \(HH\), \(HL\), and \(LL\)s. The model that we introduce has features of all three of these classes: effort is needed to meet others and affects the relative rates at which people are randomly met, but then choice is involved conditional upon meeting. In addition, our model has two other features that help us to match the data. One is that effort not only is needed to meet new people, but also to

\(^5\)Of course, this does not mean that microcredit should be discouraged, but only any welfare analysis needs to be take into account the potential for spillovers.

\(^6\)There is also a large literature of network formation that involves no strategic choice, but just a stochastic model of network formation/evolution (e.g., see Jackson (2008) for some description and references). Those models are not equipped to match the data here.
maintain existing relationships - as the patterns we observe in the data exhibit similarities both in terms of which relationships are retained and which new ones are formed. The second is that socializing affects the opportunities to form multiple types of relationships at the same time.

The combination of all five of these features – efforts to socialize, rates of meetings dependent on relative efforts, mutual choice required to form relationships conditional upon meeting, effort needed to maintain relationships, and multiple types of relationships formed at the same time – allow us to capture all of the nuances and rich patterns that we observe in the data. In an appendix, we discuss why dropping any one of these features would fail to capture some aspects of the data.

The remainder of the paper is organized as follows. In Section 2, we describe the setting, the collection of network data, the classification of households into H and L types using a random forest algorithm, and sample statistics. Section 3 presents our main empirical results. Next, motivated by the data, in Section 4 we develop a new dynamic model of network formation that is consistent with it. Additionally we conduct a structural estimation of the model. We also discuss why four other standard models from the literature are inconsistent with the data. Section 5 concludes. Appendices contain additional robustness checks and discussion of alternative models.

2. Setting, Data and Sample Statistics

In 2006, the microfinance organization, BSS provided us with a list of 75 villages in which they were planning to start lending operations. The villages were spread across 5 districts of the state of Karnataka in India. Prior to BSS’s entry, these villages had minimal exposure to microfinance.

Six months prior to BSS’s entry into any village, in 2006, we conducted a baseline survey in all 75 villages. This survey consisted of a village questionnaire, a full census that collected data on all households in the villages, and a detailed follow-up survey fielded to a subsample of adults.

By the end of 2010, BSS had entered 43 villages. The choice of 43 villages was not randomly assigned by us, but chosen by the bank. We have anecdotal reasons to believe that the choice was not systematic: BSS clearly planned to enter all of the villages but slowed down and ultimately stopped expanding during the Andhra Pradesh microcredit crisis.

There is no measurable difference in network structures or demographics between the microfinance villages on non-microfinance villages, as seen in Table 1. The villages that they entered are similar to the ones that they did not on almost all dimensions, the only
measurable difference is that the MF villages have, on average more households than the non-MF villages.

2.1. Data. To collect the network data, we asked adults to name those with whom they interact in the course of daily activities. In Wave 1, collected in 2006, we have the full village census (enumerating every individual in every household in every village) and network data from 46% of households per village. In Wave 2, collected in 2012, in addition to the census, we have network data from 89.14% of the 16,476 households based on interviews with 65% of all adult individuals aged 18 to 50. This means that we have network data in Wave 1 on 70.8% of the links and in Wave 2 on 98.8% of the links when we build the undirected, unweighted graph that we study. For most of the analysis, we concentrate on households that are present in both waves.

We have data about 12 different types of interactions for a given survey respondent: (1) whose houses he or she visits, (2) who visits his or her house, (3) relatives they socialize with, (4) non-relatives they socialize with, (5) who gives him or her medical help, (6) from whom he or she borrows money, (7) to whom he or she lends money, (8) from whom he or she borrows material goods (e.g., kerosene, rice), (9) to whom he or she lends material goods, (10) from whom he or she gets important advice, (11) to whom he or she gives advice, (12) with whom he or she goes to pray (e.g., at a temple, church or mosque).

Using these data, we construct one network for each village, at the household level where a link exists between households if any member of either household is linked to any other member of the other household in at least one of the 12 ways. We assume that individuals can communicate if they interact in any of the 12 ways, so this is the network of potential communications. The resulting objects are undirected, unweighted networks at the household level. More specialized networks will be discussed later.

2.2. Sample Statistics. Table 1 presents the sample statistics. Panel A presents summary statistics for the Wave 1 data. The networks are sparse: the average degree is 14.8 in microfinance villages and 13.4 in the non-microfinance villages, despite having about 200 households on average. This difference is statistically significant, though not conditional on controlling for village size (number of households). The average clustering coefficients (the percent of time two of a household’s friends are themselves friends) are 0.28 and 0.31 respectively, and the difference is not statistically significant. Finally, these networks have short distances: the average closeness (the mean of the inverse of path lengths, with 0 taken

---

Footnote: The Wave 1 data are described in detail in Banerjee, Chandrasekhar, Duflo, and Jackson (2013) and publicly available at [http://economics.mit.edu/faculty/eduflo/social](http://economics.mit.edu/faculty/eduflo/social). The Wave 2 data will be available upon publication.
for nodes on different components) is 0.366 and 0.378, respectively and the difference again is not statistically significant across microfinance and non-microfinance villages. Panel B looks at the Wave 2 data. We find that the average degrees are higher 6 years later, though comparable across samples (17.3 and 17.5 for microfinance and non-microfinance villages). The average closeness has increased across both samples to 0.448 and 0.484, respectively, though the increase is higher in the non-microfinance sample.

We also asked, in both Wave 1 and Wave 2, for households to give us a list of all outstanding loans that they have taken, the sources of these loans (e.g., family member, friend, microfinance institution, self-help group, money lender) and their terms. We use this to create a panel to study changes in borrowing patterns.

In our analysis we look at all households who existed in Wave 1 (and in Wave 2 as well). This involves those who remained and those who split. 11% migrated out, though this is not differential by microfinance exposure, and 4.8% Wave 2 households in-migrated or split off from existing households (as children reach adulthood), again not differential by microfinance exposure.

2.3. Classifying Nodes as $H$ and $L$. In order to study heterogeneity in effects by propensity to participate in microfinance, we need to identify which households would have had taken out microfinance loans in the non-microfinance villages, had BSS entered those villages. To do this, we make use of determinants of access to microfinance in a random forest model, as well as detailed household demographics. For instance, one obvious determinant is from the BSS rules: only households with an female in the age range 18-50 were eligible for microfinance. Also, certain households were identified by BSS as a “leader” household and were specifically informed about the product. Another criterion we use is based on the argument in Banerjee et al. (2013), that being closer in the network to BSS leaders makes it more likely that the household would have heard of the microfinance opportunity and would have taken it up. We estimate the random forest model based on household demographic and network characteristics from the microfinance villages on a training sample of 7199 households and then validate the method on a testing sample of 2399 households. The details of the estimation algorithm and implemented choices are presented in Appendix B.

We can then apply the classifier to both microfinance villages and non-microfinance villages to classify each household as $H$ or $L$ (high or low likelihood of joining microfinance).

---

8In order to deal with the fact that we sampled data in Wave 1, we compute average degree among the sampled households in Wave 1. We compute the clustering coefficient among the subgraph induced by restricting to sampled households in Wave 1, since that is centered around the true parameter. It is also worth noting that the correlation among the different link types (specifically multiplexing of information and financial links) is 0.638.

9Our theory is that hearing about it from someone provides both information about the product and some understanding of how it works. In fact, in a small follow up survey we find that even two years after the expansion about 17% of households in microfinance villages had even not heard of BSS.
As mentioned above, our choice of characteristics is motivated by BSS’s village entry strategy. The variation used to classify whether a household is of type $H$ or $L$ comes from the process by which the microfinance institution selected initial households to start the diffusion project which are typically different from intrinsic features of household demand as argued in (Banerjee et al., 2013). The features are as follows: (1) a dummy for the household being a BSS leader, which are households with an individual that the microfinance institution would approach when entering a village; (2) a dummy for whether the household has a female of eligible age (below 50), which was a requirement to be able to participate in microfinance; (3) the average closeness (mean of inverse of network distance) to leaders, which is relevant because as in Banerjee et al. (2013) those who are closer to leaders should be more likely to hear of microfinance; (4) the average closeness (mean of inverse distance) to same-caste leaders, because interactions within-caste are more likely and therefore should influence the likelihood of being informed; and (5) the share of same-caste leaders in the village.

An advantage of using random forests is that they naturally allow for non-linearities and potentially complex interactions between characteristics that could drive microfinance take-up. Alternatives such as logistic regression would not be able to handle such interactions without typically introducing a very high dimensionality of interaction terms, perhaps limited by variable selection techniques that impose sparsity. Essentially, logistic regressions have a log-odds function that is linear in parameters, so a classification imposes a hyperplane whereas random forests allows for complex partitioning of the data space to classify observations. Further, random forests do not typically suffer from high dimensionality concerns and do not have strong sparsity requirements whereas regression with variable selection does. Disadvantages of random forest include that the actual mapping from characteristics to classification are less interpretable with random forests than with logistic regression models and that if the true underlying data generating process has log-odds that are linear in parameters, then the random forest may overfit. Given that we are using this simply to classify households based on likelihood to take up microfinance, this disadvantage does not matter (think of this as a propensity scoring analysis).

A second advantage comes from its value in identification. Random forests allow for classification via a complicated non-linear function of the network and relation to leadership positions, which subsequently allows us to control smoothly for network position. Therefore, unobservables correlated smoothly with network parameters are unlikely to drive the results.

Table 2 presents some summary statistics. There are notable differences between $H$ and $L$ households. Although none of these features were used in the estimation, we find that $H$ households are much more likely to be SCST, have smaller houses in terms of room count, much less likely to have a latrine in the household, and much less likely to have an RCC (reinforced concrete cement) roof, all of which suggests that they tend to be poorer. Finally,
we see that $H$ households and $L$ households have comparable degrees, but the composition exhibits homophily: $H$ types have a lower number of links to $L$ types and a higher number of links to $H$ types. Finally $H$ households are more eigenvector central in the network, which again is consistent with the idea that these households should be more likely to hear about microfinance. In Section 3.5 we show that indeed $H$ types borrow considerably more than $L$ types in microfinance villages. $H$ types borrow Rs. 1731 ($p = 0.00$) whereas the $L$ types borrow Rs. 320.8 (not significantly different from zero) indicating that the classification performs well.

3. Changes in Networks

How does exposure to microfinance change networks? We begin with a discussion of how links of various types are affected, and then we examine how triads (triangles) are affected as they embody a basic form of spillovers.

3.1. Effect on the total number of links. We first look at how introducing microfinance affects the overall structure of the village social networks in a difference-in-differences framework:

$$y(g_{vt}) = \alpha + \beta \text{Microfinance}_v \times \text{Post}_t + \gamma \text{Microfinance}_v + \eta \text{Post}_t + \delta' X_v + \epsilon_{vt},$$

where $y(\cdot)$ computes the density of the network $g_{vt}$ for village $v$ in period $t$, the average closeness (the mean of the inverse distance between all pairs), or clustering. The density is the percentage of links a random household has to all other households in the village, so it measures how well-connected the village is on average. The distance in the network is the (minimum) number of steps through the network it takes to get from one household to another. In models where favors, transactions, or information travels through the network, higher distance or lower closeness means that the movement of such phenomena through the network is slower. Finally, clustering is the share of a household’s connections that are themselves connected. Economic models of network formation identify clustering as an important feature to sustain cooperation.

Table 3 presents the results. Columns 1-2 present the result for network density, columns 3-4 for clustering, and 7-9 for closeness. The first column in each category (columns 1, 4, 7) present a simple difference in differences specification. The second column in each specification (2, 5, 8) adds to that a vector of baseline controls as well as the controls interacted with treatment. These controls are the share of upper caste households, number of households in the village, share of households in self-help groups, share Hindu, share with a latrine in the house, share that own the household, share that have electricity and share that are leaders. We add these because differences in the size of the village, caste composition,
or the wealth distribution could potentially have networks evolving differently even without introduction of microfinance. While the entry of BSS does not seem to correlate with much of anything beyond village size, we include these controls to ensure that they do not drive the results. Finally, the third column in each specification (3, 6, 9) includes village fixed effects as well as controls for the baseline value of the outcome variable interacted with Post, to allow for differential time trends by baseline network feature. Because we only have 150 observations but many controls (up to 18 controls and their interactions before adding the fixed effects), we use the double post-LASSO procedure (Belloni and Chernozhukov, 2009; Belloni, Chernozhukov, and Hansen, 2014a,b) to select the controls.

We find that exposure to microfinance leads to a drop in density by about 1.2-1.3pp relative to a a mean of 11.9% in non-microfinance villages in Wave 1 (columns 1-3, \( p = 0.077 \) in column 3 for example). This is a 10.8% drop in density.

In columns 4-6, we find that there is no detectable effect of microfinance on the clustering of the village. This is true irrespective of whether controls are used.

Columns 7-9 present the result for closeness, the average of the inverse of path lengths in the village. Without controls we find a significant decrease in the average closeness (column 7, \( p = 0.02 \)), though this loses significance in columns 8 and 9 with the inclusion of controls (\( p = 0.19, p = 0.21 \), respectively). Having microfinance decreases the average closeness by 0.022, which corresponds to a 0.53 standard deviation effect relative to the Wave 1 (column 1). The point estimates in columns 2 and 3 are comparably large, roughly 0.38 of a standard deviation.

Taken together, the results point to large changes in aggregate network structure such as density, though some of the estimates are noisy. Our main empirical results, however, involve looking at the difference in how connections change for potential borrowers and non-borrowers within MF and non-MF villages and comparing the two, where we have higher precision.

3.2. How are links affected by microfinance? In this subsection, we explore how microfinance exposure affects the formation of links across types of households – our \( Hs \) and \( Ls \).

Bilateral links can be of three types: \( HH \), \( LH \), and \( LL \). We first ask whether a link that was present in the first wave of data before microfinance is still present in the second wave of data after microfinance, and how this depends on whether the village was exposed to microfinance and the type of the link. Let \( g_{ij,v,t} \) be an indicator for whether a link is present between households \( i \) and \( j \) in village \( v \) in wave \( t \). Letting \( LH_{ij} \) be an indicator for pair consisting of one low type and one high type, and analogously for \( LL_{ij} \) etc., the regression we run takes the form
\[ g_{ij,v,2} = \alpha + \beta MF_v + \beta LH MF_v \times LH_{i,vj} + \beta LL MF_v \times LL_{ij,v} \\
+ \gamma LH LH_{ij,v} + \gamma LL LL_{ij,v} + \delta' X_{ij,v} + \epsilon_{ij,v,2}, \]

where \( X_{ij,v} \) includes a vector of flexible controls (a polynomial) for centrality of both nodes, demographic variables (caste and a number of wealth proxies including number of rooms, number of beds, electrification, latrine presence, roofing material), all variables that are used in the random forest classification, and then interactions of all of these network, demographic, and classification variables with microfinance.

The idea behind identification is that the classification type, \( H \) or \( L \), is a non-linear function of a subset of the features described above. As such, we can still smoothly control for them and allow the control to vary by whether the village is exposed to microfinance or not. This allows us to control for the potentially differential effect of microfinance exposure on households that are demographically distinct and located differently in the network when we estimate the coefficient of interest. The coefficients of interest capture whether being in a microfinance village differentially affects the evolution of a link among types classified as \( HH \), \( HL \), and \( LL \), conditional on all the characteristics above.

We also present regressions without any controls whatsoever to demonstrate that the results are robust to the presence or absence of these detailed controls. As argued in Altonji, Elder, and Taber (2005) this provides some support for the view that unobservables are not spuriously driving the results.

Next we do the opposite, focusing on the formation of new links where there were none. Specifically we start with the set of \( ij \) such that \( g_{ij,v,1} = 0 \) (so the link doesn’t exist in the first period), and ask about the formation probability in Wave 2 as a function of exposure to microfinance.

Table 4 presents the results. In columns 1-3 we focus on the set of links existing in Wave 1 and in columns 4-6 we focus on the set of unlinked nodes in Wave 1. Columns 1 and 4 include no controls whatsoever. Columns 2 and 5 flexibly control for the average centrality of the nodes and interaction with microfinance. By controlling smoothly for network position, and the interaction with microfinance, we control for the varying effect of microfinance on households which are rather different. In columns 3 and 6 we further include a full set of household demographics that involve the variables utilized in the prediction exercise as well as their interactions with microcredit. Note that the classification dummy is a highly non-linear combination of all of these factors which we can control for smoothly and even allow the effect of microcredit to vary heterogeneously by these factors. Furthermore, as we show below, since the results without controls and with a large set of flexible controls do not look very different, this supports the perspective that unobservables do not spuriously drive the
result (Altonji et al., 2005), and that even if we had further controls we would not expect to have different results.

The key coefficients for testing the hypotheses are the Microfinance×LL and Microfinance×LH coefficients, as well as “Microfinance” itself in columns 1 and 4. The remaining columns present interactions with a large vector of covariates rendering the individual coefficients useless for interpretation. Within the set of links in Wave 1 we find that being in a microfinance village increases the rate at which links of all types break). HH links (the base category – so the coefficient of microfinance) do not have a significant change in MF villages relative to non-MF villages. However LH links decrease by 6.7pp in microfinance villages as compared to a base of 47.6% in non-microfinance villages (p = 0.00, column 1). We also see that LL links break significantly faster in MF villages than in non-MF villages: the probability of the link surviving is 6.2pp less on a base of 48.3% in non-MF villages (p = 0.001). LL and LH links both break significantly faster than HH links in MF villages relative to non-MF villages, but there is no statistically or economically significant difference in their rate of breakage.

We see that all results are robust both to the inclusion of flexible controls for node network position (column 2) as well as a large set of demographics and their interactions with microfinance, including predictors in the classification algorithm (column 3).

Columns 4-6 present similar results for link formation. Beginning with HH links, we see that they are 1.7pp less likely to form in microfinance villages on a base of 8.9% in non-microfinance villages (p = 0.051). LH links are 2.2pp less likely to form in microfinance villages on a base of 7.7 in non-microfinance villages (p = 0.001). Finally, LL links are 2.1pp less likely to form on a base of 7.5% (p = 0.012). New links are less likely to be formed in microfinance villages and this is equally true across all three types. Once again, all of these results are robust to smoothly controlling for the centrality of nodes involved as well as demographic controls and their interactions with microfinance.

For robustness, Table D.1, Panel A repeats the exercise using the graph removing any links to kin with whom the household socializes, which perhaps are less likely to change, while Panel B repeats the exercise using only the kin whom they socialize with network. We see that the results are robust to the exclusion of kin links, but reassuringly there is little action in the kin tables.

The relative changes in network structure in the microfinance villages sheds light on network formation. The fact that the LH links break might reflect the fact that the Hs are no longer interested in maintaining their links with the Ls now that they have an alternative source of credit, but the fact that LL links are equally likely to break is more surprising, especially since the Ls should have a stronger incentive to hold on to their mutual links precisely because they no longer have access to the links with the Hs.
It might seem puzzling that $L$s are dropping links of all types even though they are not the ones who are getting microfinance. So, what explains the drop in $L$ links, especially $LL$ links?

3.3. **Triangles and Supported Relationships.** There are many reasons to expect that links are dependent. For instance, Jackson, Rodriguez-Barraquer, and Tan (2012) introduce the notion of support which correlates the presence of links based on incentives to exchange favors (including lending to each other). The idea is that two households in isolation may not be able to sustain cooperation amongst themselves, but if they both also have relationships with some other households in common, then fear of losing those relationships if they misbehave provides added incentives to maintain cooperation. If someone deviated from the expected behavior, say by not providing a loan or a favor and the link were severed, they would end up losing other relationships in response as well.

We begin by first providing evidence that support or support-like forces are likely to be important in this setting. To do this, we first want to understand the survival probability of an $LL$ link that is not connected to any $H$. So we consider $LL$ links and regress whether a link $g_{ij,2}$ exists in Wave 2, given that it existed in Wave 1, on whether the village had microfinance, whether the households had links in common, and interactions. Specifically,

$$
g_{ij,v,2} = \alpha + \beta MF_v + \beta_{FIC} \text{No. Friends in Common}_{ij,v} + \beta_{FIC,MF} \text{No. of Friends in Common}_{ij,v} \times MF_v + \beta_H \frac{\text{No. of High FIC}_{ij,v}}{\text{No. of FIC}_{ij,v}} + \beta_{H,MF} \frac{\text{No. of High FIC}_{ij,v}}{\text{No. of FIC}_{ij,v}} \times MF_v + \epsilon_{ij,v,2},$$

Table 5 presents the result. A quick calculation shows that when $LL$ are unsupported the probability of survival is 0.421. This means that the probability that a triangle survives is $(0.421)^3 = 0.074$ if relationships formed independently. Below we calculate what the probability of an $LLL$ surviving is in the data.

In Table 6 we look at how triangles evolve and presents the results of a regression

$$
y_{ijk} = \alpha + \beta MF_v + \beta_{LHH} MF_v \times LHH_{ijk} + \beta_{LLH} MF_v \times LLH_{ijk} + \beta_{LLL} MF_v \times LLL_{ijk,v} + \gamma_{LHH} LHH_{ijk,v} + \gamma_{LLH} LLH_{ijk,v} + \gamma_{LLL} LLL_{ijk,v} + \delta X_{ijk,v} + \epsilon_{ijk,v,2},$$

where $y_{ijk}$ is either a dummy for whether the triangle $ijk$ exists ($g_{ij,v,2}g_{jk,v,2}g_{ik,v,2} = 1$) in some specifications or whether any link in the former triangle exists ($g_{ij,v,2} + g_{jk,v,2} + g_{ik,v,2} > 0$) in other specifications and where $X_{ijk,v}$ includes flexible controls for centralities of households, demographic characteristics previously described for all households, all classification variables used in the random forest model and the interactions of all of these variables with microfinance. As before, we also present regressions without any controls to demonstrate that...
the results are not sensitive to the inclusion of controls and therefore are, under appropriate assumptions, less likely to be a product of spurious correlation from unobservables.

From Table 6, the probability of $LLL$ surviving is 0.142, which is significantly greater than the 0.074 rate under independence (column 1). This suggests that the rate at which we see joint triangle survival is nearly 2 times as high than expected if links were conditionally independent.

Moreover, we also see in Table 6, that all triads (except the $HHH$) break faster in microfinance villages relative to non-microfinance villages, which is consistent with a theory of support.

However, $LLL$ triads are actually the most likely to break in microfinance villages and not the least likely. This is not what would be expected if the only source of externality from microfinance was the breaking of links with type $H$ villagers, where it would be the triads supported by $H$ that we would expect to break apart. The rate of dissolution of $LLL$ triads is always higher than the $HHH$ and the difference is statistically significant ($p = 0.001$, column 3). When we look at the more general question of whether a triangle loses at least one link, the point estimate of the dissolution rate for $LLL$ is higher than $LHH$ or $LLH$, with the latter difference being significant ($p = 0.54$ and $p = 0.08$, respectively). However, when we look at whether any link survives we see that the odds that the entire triangle completely dissolved is significantly higher with $LLL$ as compared to $LLH$ or $LHH$ ($p = 0.009$ and $p = 0.010$ respectively). $LHH$s on the other hand break up at the same rate as the $LLH$s. These results are robust to removing kin links (Table D.3), while looking at only the kin graph has no such effect (Table D.4).

Our data supports the idea that support matters: triangles are more than just three independent links. However, it also tells us that the exposure to microfinance does not only affect mixed triangles through the support externality—it actually affects the $LLL$ triangles the most. Therefore, to explain what we observe we need a model where the incentive of $L$s to form links with other $L$s must be adversely affected by the change in incentives and behavior of $H$s.

3.4. Financial and other form of relationships. Our network data comprises 12 different types of relationships, and for most of the analysis we consider that two households are linked if they are tied together via any of those relationships. It is interesting, however, to see if the effect are driven primarily by financial relationships (which are perhaps more likely to be differentially affected by microfinance).

In Table 7 we replicate the results of Table 4 but break out the network by link type separating two sets of graphs: ones involving financial links (which are the links that are directly affected) and ones involving information (those on which agents report seeking or giving advice about important decisions). What we see is that the effect of microfinance
exposure is remarkably similar on both information links and financial links. While the two types of links are certainly correlated (the correlation is 0.638), they are far from identical. This is evidence of another kind of spillover—that on different types of relationships.

3.5. Impact on Borrowing Patterns. Next we examine how the amount borrowed from several sources of credit (microfinance, friend, self-help group member, family member, or money lender) depends on exposure to microfinance. This should respond in a manner corresponding to the changes in network structure.

We have data on the amount borrowed by source for the entirety of our sample. As such, we begin by regressing the amount borrowed on dummies for microfinance village, post, and household type:

\[
y_{ivt} = \alpha + \beta_1 MF_v \times H_{iv} \times Post_t + \gamma_1 MF_v \times Post_t + \gamma_2 H_{iv} \times Post_t + \gamma_3 MF_v \times H_{iv} \\
+ \delta_1 MF_v + \delta_2 H_{iv} + \delta_3 Post_t + \epsilon_{ivt},
\]

where again \( y_{ivt} \) is the amount borrowed from the stated source (MFI, friends, self-help group, family, moneylenders).

Table 8 presents the results. We find that \( L \) households lose Rs. 1943 (\( p = 0.1 \)) in loans across their entire network (friends, self-help groups, and family) after being exposed to microfinance. Though the decline in loans for \( H \) is not statistically distinguishable from the decline for \( L \), the point estimate shows that differentially due to exposure to microfinance \( H \) only lose Rs. 967 overall in loans. The starkest relative decline is among friend loans, where \( L \) lose Rs. 1046 (\( p = 0.045 \)) whereas \( H \) lose only Rs. 420. The difference between the \( H \) and \( L \) loss is noisy (\( p = 0.196 \)).

Next, we look in more detail at the increases and declines in borrowing amount paying attention to the number of \( H \)s the household is linked to at baseline and the degree at baseline. This allows us to concentrate on \( L \)s with no links to \( H \)s and look at the pure externality effect. We estimate

\[
y_{ivt} = \alpha + \beta_1 MF_v \times \text{No. of } H \text{ links}_{iv} \times Post_t \\
+ \gamma_1 MF_v \times Post_t + \gamma_2 \text{No. of } H \text{ links}_{iv} \times Post_t + \gamma_3 MF_v \times \text{No. of } H \text{ links}_{iv} \\
+ \delta_1 MF_v + \delta_2 \text{No. of } H \text{ links}_{iv} + \delta_3 Post_t \\
+ \eta_1 MF_v \times \text{No. of links}_{iv} \times Post_t + \eta_2 MF_v \times \text{No. of links}_{iv} + \eta_3 \text{No. of links}_{iv} + \epsilon_{ivt},
\]

where again \( y_{ivt} \) is the amount borrowed from the stated source (MFI, friends, self-help group, family, moneylenders), No. of links is the degree in Wave 1, and No. of \( H \) links is the baseline number of \( H \) links in Wave 1.

We are particularly interested in \( \gamma_1 + \eta_1 \cdot d \), the differential effect of being in a microfinance village in the second period, without any \( H \)-type of links at baseline and just \( d \) of \( L \)-type
links at baseline. This computes consists of the pure externalities among people who had nothing to do with microcredit whatsoever as they have no \( H \) links. For example, if the household had only one \( L \) link and no \( H \) links, then \( \gamma_1 + \eta_1 \) is the differential effect of being in the second period in a village exposed to microfinance.

Tables 9 and 10 present the results. In Table 9 we look at \( H \) respondents and in Table 10 we look at \( L \) respondents.\(^{10}\)

Loans from friends go down for both types (not significantly for \( H \)) when exposed to microfinance. Strikingly the fall is greater for \( L \) households. For an \( L \) household with a single \( L \) friend and no \( H \) friends the effect is \( \gamma_1 + \eta_1 \), which corresponds to a decline of Rs. 2572.3 (\( p = 0.015 \)) more than a comparable \( H \) household (a decline of Rs. 1194, not significantly different from zero). We can statistically reject that the decline of Rs. 2572 for \( L \) is smaller than the Rs. 1194 (\( p = 0.094 \)).

We also find that \( H \)s engage in complementary borrowing from moneylenders. An \( H \) household with one \( L \) link borrows Rs. 2379 more from moneylenders when exposed to microfinance (\( p = 0.04 \)).

Taken together, the evidence suggests that exposure to microfinance may have an adverse effect on the network borrowing of the \( L \)s which is large enough to dominate their small potential gains from microfinance. This is especially striking because the \( L \)s are much less likely to have access to microfinance so, all else being the same, we would have expected their borrowing from friends to go down less than that of the \( H \)s or even to go up to the extent there is re-lending (from \( H \)s to \( L \)s).

4. A Model

In this section we present a model of network formation that is consistent with what we see in the data. We discuss some of the ingredients of the model that are necessary to get results consistent with the data. As we discussed above, the model has to explain why \( LL \) links (and \( LLL \) triangles) disappear at the highest rate in microfinance villages compared to non-microfinance villages, even though \( L \)s do not have loans.

We present the model for links, and then describe how it can be extended to cover triangles. As the model may be useful beyond the current paper, we describe it in a general form and then specialize to the two-type (\( H, L \)) microfinance case.

\(^{10}\)We find that both \( H \)s and \( L \)s gain loans from microfinance, but \( H \) gain by about 5.5 times more (Rs. 1741 relative to Rs. 320.3), which is reassuring. That \( L \) also obtain some microcredit is unsurprising since we expect there to be some classification error, and, of course, also not every \( H \) received microcredit. That there are some microfinance loans even in what we call non-microfinance villages is also unsurprising as there was some entry by other MFIs: what is reassuring is that the numbers for the non-microfinance villages are small, even for \( H \) types.
4.1. Types and Utilities. There are \( n \) individuals, indexed by \( i, j \in \{1, \ldots, n\} \). Each agent has a type \( \theta_i \) from a type set \( \Theta \). Let \( v_{\theta \theta'} \) denote the base benefit that a type \( \theta \) agent gets from a relationship with an agent of type \( \theta' \). This will come from borrowing and lending activities, as we discuss in more detail below.

The realized utility from a relationship also involves an idiosyncratic noise term \( \varepsilon_{ij} \) that \( i \) gets from being friends with \( j \). This could be personality compatibility, or some other benefits. Thus, an agent \( i \) gets a value \( v_{\theta_i \theta_j} + \varepsilon_{ij} \) from a connection with \( j \), where \( \varepsilon_{ij} \) is distributed according to an atomless distribution \( F \).

A useful expression is

\[
E^+[v] = E[v + \varepsilon_{ij} | \varepsilon_{ij} > -v] = v + \frac{\int_{-v}^{\infty} \varepsilon_{ij} dF}{\int_{-v}^{\infty} dF},
\]

which denotes the expectation of \( v + \varepsilon_{ij} \) conditional the value of \( v + \varepsilon_{ij} \) being positive. This is the expected utility that an agent gets from a relationship with base value \( v \), conditional upon having being willing to form the friendship.

An agent of type \( \theta' \)'s expected utility if they expect to have \( d_{\theta \theta'} \) friends of type \( \theta' \) is then

\[
\sum_{\theta' \in \Theta} d_{\theta \theta'} E^+[v_{\theta \theta'}].
\]

4.2. Efforts and Link Formation. Each agent chooses an effort \( e_i \in [0, 1] \), which represents the amount of time they spend socializing and maintaining or forming links. In the case of the villagers, this could be time spent in the town square or tea shop, where they meet with other villagers.\(^{11}\) As will become evident our model is meant to capture both link formation and link maintenance; and our main focus is on the indirect spillover effects and interdependencies.

Two agents \( i \) and \( j \) who have chosen efforts \( e_i \) and \( e_j \) have probability proportional to \( e_i e_j \) of meeting. The model therefore rules out “directed search” since the probability of meeting is independent of the agent’s type, conditional on their effort. Time goes in periods \( t \in \{0, 1, 2, \ldots\} \).

Let \( g^t \in \{0, 1\}^{n \times n} \) be the adjacency matrix representing network at time \( t \). If \( g^t_{ij} = 1 \). We assume that already connected agents keep their friendship of they meet. Therefore agents \( i \) and \( j \) keep their friendship with probability \( e_i e_j \) and lose it with probability \( 1 - e_i e_j \).

If \( g^t_{ij} = 0 \), then agents \( i, j \) form a friendship with probability

\[
e_i e_j \left(1 - F(-v_{\theta_i \theta_j})\right) \left(1 - F(-v_{\theta_i \theta_j})\right).
\]

This is the probability that they meet and they both find the friendship of positive value—a friendship requires mutual consent.

\(^{11}\)See Curra\-rini, Jackson, and Pin (2009, 2010); Cabrales, Calvó-Armengol, and Zenou (2011); Canen, Jackson, and Trebbi (2017) for other models where socialization takes effort and there is random meeting.
Thus, the effort of agents does two things: maintains old relationships by continuing an interaction, but also allows them to meet new people. Link formation also requires mutual consent conditional upon meeting.

4.3. **Steady-State Equilibrium.** A *steady-state equilibrium* is a list of efforts \((e_\theta)_{\theta \in \Theta}\), and a corresponding set of expected degree levels \((d_{\theta'\theta'})_{\theta' \in \Theta^2}\) such that \(e_\theta\) maximizes each agent’s expected utility, and the expected degree levels are in steady state as generated by the efforts.\(^{12}\)

We prove in the appendix that in all equilibria all agents of the same type choose the same action, and that the equilibrium, provided that costs of effort are not trivial.

The requirement that degrees are in steady state and generated by the efforts can be formally represented as follows. Let \(n_{\theta\theta'}\) denote the number of agents of type \(\theta'\) with whom an agent of type \(\theta\) could potentially form friendships. If \(\theta' \neq \theta\) then this will generally be the number of agents of type \(\theta'\),\(^{13}\) while if it is of type \(\theta\) then it will less by one to account for the agent herself.

Out of those agents only an expected fraction of \((1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta'\theta}))\) will ever be friends with an agent of type \(\theta\), given the mutual consent requirement. Thus, let

\[
m_{\theta\theta'} = n_{\theta\theta'} (1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta'\theta})).
\]

This is the effective size of the pool of agents of type \(\theta'\) with which an agent of type \(\theta\) will be friends over time.

Degree at the end or beginning of a period is then the maintained relationships plus the new ones formed:

\[
d_{\theta\theta'} = e_\theta e_{\theta'} d_{\theta\theta'} + (m_{\theta\theta'} - d_{\theta\theta'}) e_{\theta'} e_\theta,
\]

which simplifies to

\[
d_{\theta\theta'} = m_{\theta\theta'} e_\theta e_{\theta'} = n_{\theta\theta'} (1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta'\theta})) e_{\theta} e_{\theta'}.
\]

Thus, in steady state, the degree is then proportional to the number of available agents of the other type, weighted by the probability that there is a mutual compatibility, and by the socializing efforts.

The expected utility of an agent involves the benefits from relationships, the costs of socialization, \(-\frac{1}{2}c_\theta e_\theta^2\), as well as a base benefit from socializing, \(u_\theta e_\theta\). An agent may get

\(^{12}\)We solve the model in terms of steady-state and expected values, but it will be clear from the analysis that one can also do this in terms of realized values. The equilibrium will still be unique, the complementarities still apply in the same manner, and the equilibria have the same comparative statics. The complication is that strategies then need to be specified as a function of more than just type, as the realized noise terms then matter. As this adds no insight, we work with the more transparent version of equilibrium.

\(^{13}\)It could also incorporate some other taboos or restrictions, for instance if some types simply are not permitted to form relationships, which would be captured by the \(v_s\).
some base value from going to the town square or getting tea, etc., independently of who else is there.

Overall this leads to a utility of

\[ V_\theta (e_\theta) = u_\theta e_\theta - \frac{1}{2} c_\theta e_\theta^2 + \sum_{\theta' \in \Theta} \mathbb{E}^+[v_{\theta\theta'}] d_{\theta\theta'} e_{\theta'} e_\theta \]

base benefit and costs of effort

\[ + \sum_{\theta' \in \Theta} \mathbb{E}^+[v_{\theta\theta'}] (m_{\theta\theta'} - d_{\theta\theta'}) e_{\theta'} e_\theta \]

expected maintenance of existing friendships by effort

expected new friendships from effort

Using the expressions for \( m_{\theta\theta'} \) and \( d_{\theta\theta'} \), we can write

\[ V_\theta (e_\theta) = u_\theta e_\theta - \frac{1}{2} c_\theta e_\theta^2 + \sum_{\theta' \in \Theta} \mathbb{E}^+[v_{\theta\theta'}] (1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta'\theta'})) e_{\theta'} e_\theta. \]

If we take \( u_\theta > 0, c_\theta > 0 \) for all \( \theta \) and \( \mathbb{E}^+[v_{\theta\theta'}] \geq 0 \) for all \( \theta, \theta' \), then an equilibrium requires that:

\[ e_\theta = \min \left\{ 1, \frac{1}{c_\theta} \left( u_\theta + \sum_{\theta' \in \Theta} \mathbb{E}^+[v_{\theta\theta'}] n_{\theta\theta'} (1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta'\theta'})) e_{\theta'} \right) \right\}. \]

4.4. Equilibrium Existence and Some Comparative Statics. This is a game of strategic complements, and therefore, as is well-known,\(^{15}\) equilibria exist and form a complete lattice. If \( u_\theta = 0 \) for all \( \theta \), then there will exist a corner equilibrium in which all agents exert 0 effort. To examine the more interesting case, we presume that \( u_\theta > 0 \) for all agents, so that agents gain some utility from socializing regardless of the connections they form from it. In this case, for high enough costs there exists a unique equilibrium. We also note a fact about the model that helps explain why the model will generate results consistent with our empirical findings. The following result is proven in Appendix A.

**Proposition 1.** Let \( u_\theta > 0, c_\theta > 0 \) for all \( \theta \). For sufficiently large \( c_\theta > 0 \)’s, there is a unique equilibrium and it is stable and interior (\( 0 < e_\theta < 1 \) for all \( \theta \)), and agents of the same type take the same efforts. In addition, if \( \mathbb{E}^+[v_{\theta\theta'}] > 0, n_{\theta\theta'} > 0 \) for each \( \theta, \theta' \),\(^{16}\) and

---

\(^{14}\)These come from the first order conditions, capped by the bound on efforts. Second order conditions are \( -c_\theta \) and so are negative. Thus, these conditions are also sufficient.

\(^{15}\)For instance, see Van Zandt and Vives (2007).

\(^{16}\)All that is needed for this result is that this is true for a cycle of \( \theta \) and \( \theta' \)’s that include all types. Note also that \( \mathbb{E}^+[v_{\theta\theta'}] > 0 \) does not require that all people form links, just that there is a non-zero probability that any two types could find a high enough noise term to form a friendship.
$v_{\theta'}$ is reduced for some $\theta\theta'$ (holding all other parameters constant), then $e_{\theta''}$ goes down for all $\theta''$, and $d_{\theta''\theta'''}$ goes down for all $\theta'' \theta'''$.

The characterization of equilibrium is as follows. Let $u$ be the $|\Theta|$-dimensional vector with entries $\frac{1}{c_{\theta}} u_{\theta}$ and $E$ be the $|\Theta| \times |\Theta|$ matrix with $\theta, \theta'$ entries

$$\frac{1}{c_{\theta}} \sum_{\theta' \in \Theta} E^+[v_{\theta\theta'}] n_{\theta\theta'} (1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta'\theta})).$$

Then the unique equilibrium is given by

$$e = (I - E)^{-1} u,$$

which we show is well-defined for large enough costs in the appendix.

A major implication of the proposition is that a decrease in the returns from any type of relationship decreases all efforts and degrees. The decrease in value $v_{\theta\theta'}$ for some $\theta\theta'$ directly affects their efforts, decreasing those. Then, given the strict strategic complementarities, there is then a decrease in other efforts; and the feedback can lead to a substantial drop in all efforts.

As we will see, open sets of parameters can lead to the largest drop to be among the types who were not directly affected (the LL’s).

4.5. Specializing to Microfinance and Structural Estimation.

4.5.1. Two-Types. We now specialize the model to the case of $\Theta = \{H, L\}$. Let $\lambda$ be the share of $H$ types in the population. In this case, a steady-state is a solution to the equations:

\begin{align*}
(4.1) & \quad c_H e_H^* = u_H + E^+[v_{HH}] (\lambda n - 1) (1 - F(-v_{HH}))^2 e_H^* \\
& \quad + E^+[v_{HL}] (1 - \lambda) n (1 - F(-v_{HL})) (1 - F(-v_{LH})) e_L^*,
\end{align*}

\begin{align*}
(4.2) & \quad c_L e_L^* = u_L + E^+[v_{LL}] ((1 - \lambda) n - 1) (1 - F(-v_{LL}))^2 e_L^* \\
& \quad + E^+[v_{LH}] \lambda n (1 - F(-v_{LH})) (1 - F(-v_{HL})) e_H^*,
\end{align*}

\begin{align*}
(4.3) & \quad d_{HL} = ((1 - \lambda) n) e_H^* e_L^* (1 - F(-v_{HL})) (1 - F(-v_{LH})),
\end{align*}

\begin{align*}
(4.4) & \quad d_{LH} = d_{HL} \frac{\lambda}{1 - \lambda},
\end{align*}

\begin{align*}
(4.5) & \quad d_{HH} = (\lambda n - 1) (e_H^*)^2 (1 - F(-v_{HH}))^2,
\end{align*}

\begin{align*}
(4.6) & \quad d_{LL} = ((1 - \lambda)n - 1) (e_L^*)^2 (1 - F(-v_{LL}))^2.
\end{align*}
We can then compute $e_H^*$ and $e_L^*$, $d_{HH}, d_{HL}, d_{LH}, d_{LL}$ as the solution to the above six equations, as a function of the parameters.

4.5.2. Application to Microfinance: An Example. Before showing the solutions to the model as the parameters change, it is useful to get some idea of how we might expect microfinance to change the underlying payoffs in the model. To do this, we discuss a natural rationalization for the payoffs from borrowing and lending.

In particular, we can rationalize the values $v_{	heta	heta'}$ from “financial” connections considering payoffs from borrowing and lending. Doing this can give us some idea of how $v_{HH}, v_{HL}, v_{LH}, v_{LL}$ will change in response to $H$’s getting microcredit.

A simple setting has lending giving some net return of $r$, which would be the effective expected interest rate from informal loans less the opportunity cost of that money. Borrowing leads to a net return from getting a loan after repaying the loan of $b$ which is to be thought of as the difference between the interest rate charged by a network “friend” and the market rate. Generally, we expect $b > 0$ and $b > r$,\footnote{The limited evidence we have on peer to peer lending suggests that markups tend to be small, potentially even negative. $b$ by contrast ought to be substantial and positive.} as otherwise such relationships make little sense. Whether $r$ is positive or negative is not obvious since there are clearly social expectations to help out friends in need (which may make $r$ negative), and may depend on context.

A household can be in one of three states of the world: they have money to lend, they need to borrow, or neither. An $H$ household has a probability $\alpha_H$ of having money to lend and a probability $\beta_H \leq 1 - \alpha_H$ of needing to borrow, and with the remaining probability $1 - \alpha_H - \beta_H$ neither occurs. There are similar probabilities $\alpha_L$ and $\beta_L$ for the $L$ types.

The base payoff to an agent of type $\theta \in \{H, L\}$ of being matched to agent of type $\theta' \in \{H, L\}$ is then

$$v_{\theta\theta'} = \alpha_{\theta} \beta_{\theta'} r + \beta_{\theta} \alpha_{\theta'} b.$$ 

The introduction of microfinance changes these parameters. For instance, if repayments are weekly and the household has made borrowed from the MFI to make a sizable purchase, it may have to cut back on lending smaller sums to others in the village and may even start borrowing small amounts to repay the loans when cash is short, leading to a decline in $\alpha_H$ and perhaps an increase in $\beta_H$. In addition if there are complementarities between formal and informal loans because receiving a MF loan allows the household to overcome a non-convexity, $\beta_H$ could go up. In contrast, if re-lending of formal credit to network partners is common, a type $H$ may have a probability $\alpha'_H \geq \alpha_H$ of being able to lend once he gets access to microfinance. His probability of needing to borrow may also go down to $\beta'_H \leq \beta_H$, if microfinance loans are a substitutes for network credit. In any case, we maintain that the $L$’s needs for borrowing and lending are unaltered by the introduction of microfinance.
Let
\[ \Delta \beta_H = \beta'_H - \beta_H \quad \text{and} \quad \Delta \alpha_H = \alpha'_H - \alpha_H \]
be the changes in the probabilities that the \( H \)-types have borrowing and lending needs after microfinance. We assume that the corresponding numbers of the \( L \) type are unchanged.

Let \( \Delta \theta \) denote the resulting change in \( v_{\theta \theta'} \). To get a feeling for how this depends on \( \Delta \alpha_H \) and \( \Delta \beta_H \), note that for small values of \( \Delta \alpha_H \) and \( \Delta \beta_H \), we get approximations
\[ \Delta_H = \alpha_H \Delta \beta_H + \beta_H \Delta \alpha_H \]
\[ \Delta_L = \alpha_L \Delta \beta_H + \beta_L \Delta \alpha_H \]
\[ \Delta_{LL} = 0 \]
\[ \Delta_{HL} = \alpha_L \Delta \beta_H + \beta_L \Delta \alpha_H \]
\[ \Delta_{LH} = \alpha_L \Delta \beta_H + \beta_L \Delta \alpha_H \]

Given that \( \Delta \beta_H \) and \( \Delta \alpha_H \) can each go up or down, it is very hard to say anything very general about the signs of these expressions. However one obvious special case is when both \( \alpha_H \) and \( \beta_H \) go down. In this case, as long as both \( b \) and \( r \) are positive, it is easy to see that all of \( v_{HL}, v_{LH} \) and \( v_{HH} \) must go down.

However this is not the only possibility: consider the special case in which \( \alpha_L = \alpha_H, \beta_L = \beta_H \) and \( \alpha_H \Delta \beta_H + \beta_H \Delta \alpha_H = 0 \). In this case \( \Delta_H = 0 \). Notice that \( b - r \) is likely to be positive. Meanwhile as discussed above we expect \( b - r \) to be positive. Then \( \Delta_H \) should be positive whereas \( \Delta_L \) should be negative as long as \( \Delta \beta_H > 0 \) and \( \Delta \alpha_H < 0 \).\(^{18}\)

4.5.3. Structural Estimation. We now conduct a structural estimation of the link values and equilibrium socializing efforts in this model. The model is obviously a simplification. Nonetheless the structural exercise is a useful way to use the data to think through how the relative valuations of links to various types, and consequently link formation efforts, might have changed in response to exposure to microfinance.

As we observe the graph in each village, we observe \( d_{\theta \theta'} \) for all types \( \theta, \theta' \). For simplicity we use the average degree (number of links) from type \( \theta \) to \( \theta' \) in the dataset, rather than incorporating heterogeneity by degree into the model. The share by type \( \lambda \) is known, as is the village size \( n \).

We estimate \( (\alpha^{MF}_\theta, \beta^{MF}_\theta) \) and \( (\alpha^{NoMF}_\theta, \beta^{NoMF}_\theta) \) directly from our borrowing and lending data. We know the number of friends from which each household has a loan, though not the identity of these lending households. This allows us to back out \( \alpha_\theta \) and \( \beta_\theta \) under the following assumptions: because a household is taking a loan from a friend, we know the household wants to borrow. We assume that the share of friends that lend to the household is determined as follows. Every network neighbor of type \( \theta' \) independently decides with probability \( \alpha_{\theta'} \) whether to lend to the household. Because we see this for households of type \( \theta \) and \( \theta' \), and we know \( d_{\theta \theta'} \), we can simply back out \( \alpha_\theta \) and \( \alpha_{\theta'} \). Likewise, because we observe the share of households that have a loans from friends, we can compute the probability that a household of type \( \theta \) does not have a loan from friends as the union

\(^{18}\)See the calculations in Appendix F.
of two events: the probability that the household did not want a loan \((1 - \beta_\theta)\) and the probability that the household wanted a loan but did not receive it which generates the expression \((\beta_\theta \cdot (1 - \alpha_H)^{dH} (1 - \alpha_L)^{dL})\), which we then equate to the corresponding observed fraction.

By doing these calculations separately for microfinance and non-microfinance villages, we can estimate \((\alpha_{\theta}^{MF}, \beta_{\theta}^{MF})\) and \((\alpha_{\theta}^{NoMF}, \beta_{\theta}^{NoMF})\). We don’t have any direct evidence on \(r\) and \(b\) so we will assume them. \(r\) is the net benefit from lending to friend, so is likely to be very low (data suggests that informal loans are given at low interest). \(b\) is the net benefit of borrowing from a friend, so it is must higher, since the alternative is a money lender. We set \(r = 0.05\) and \(b = 0.5\), and provide robustness checks to these parameters value in the Appendix G, with \((r = -0.01, b = 0.5), (r = 0.01, b = 0.5), (r = 0.01, b = 0.25)\). This directly allows us to calculate \(v_{\theta H}^{MF}\) and \(v_{\theta L}^{NoMF}\).

There are three remaining unknown parameters: \(u\), \(c\), and \(\sigma^2\) which is the variance of the distribution of \(\varepsilon\)—we assume \(F(\cdot)\) is a mean-zero normal distribution. We estimate these by minimum distance, using the moments given by (4.1)-(4.6), excluding (4.4) which is only a function of observables and no parameters. We generate confidence intervals using a non-parametric block bootstrap with blocks at the village level.\(^{19}\)

Table 11 presents the results. Panel A presents the equilibrium efforts. We see that in microfinance villages the equilibrium socializing effort for \(Hs\) is not statistically distinguishable than in non-microfinance villages. However, there is a 8% decline in effort by \(Ls\) \((p = 0.014)\). This is interesting. As \(v_{HH}\) declined and if anything the cost \(c_H\) increased in response to exposure to microfinance, one may naively expect that \(H\)-types effort should decline and more-so than that of \(Ls\). However, as the proclivity to lend by \(Hs\) goes down, the \(Ls\) find less value in links to \(Hs\) since borrowingdominates the value of a link as \(b \gg r\), and so this triggers a large drop in \(L\)-types’ efforts, since even upon meeting an \(H\) it is now less likely that there will be a loan.

Panel B presents the utility parameters. Microfinance may affect the cost of socializing itself, since it takes considerable time (households much spend time in group meeting), and may keep people busy with their activities, so we allow for high types to have a different cost in microfinance villages. The point estimates do differ (and the data does suggest high cost of time for the \(H\)) with \(p = 0.06\).

Panel C presents the changes in the borrowing and lending probabilities. Interestingly, the probability of lending is statistically indistinguishable for \(H\) and \(L\) households in non-microfinance villages (and by assumption is the same for the \(L\) in microfinance and non microfinance village). However, exposure to microcredit reduces the probability of an \(H\)

\(^{19}\)This applies to calculations of all parameters including \(\alpha_\theta\) and \(\beta_\theta\).
household lending by 5.7pp or 42% ($p = 0.04$). This is consistent with the idea that households reduce their lending to others because they are under financial pressure due to regular payments. Meanwhile exposure to microcredit does not appear to alter the borrowing probability of the $H$. This is consistent with the microfinance literature, which does not find that the MF loans generally substitute for informal lending from friends or moneylenders.\footnote{See Angelucci, Karlan, and Zinman (2015); Augsburg, De Haas, Harmgart, and Meghir (2015); Banerjee, Karlan, and Zinman (2015b); Banerjee, Duflo, Glennerster, and Kinnan (2015a); Crépon, Devoto, Duflo, and Parienté (2015); Tarozzi, Desai, and Johnson (2015).}

In Panel D we look at the value of links. We see that the value of $HH$ links declines considerably, though it appears that $HL$ links retain the same value. Interestingly, the value of $LH$ links also declines ($p = 0.04$). This is likely driven by the fact that even if $L$ and $H$ meet, because $H$s no longer want to lend as much, $L$s find the match to be less desirable.

4.6. Extensions of the model. We discuss several extensions of the model that were omitted from the above example for clarity.

The model is solved in steady-state. Adding a population of unlinked (say “new born”) agents to the population of the unmatched is straightforward, as is having agents exit.

Our basic model also has no place for triads, which we previously saw to play a key role. This can be added directly, simply by having triples meet if they are all present in the town square. The extension is straightforward and thus omitted (see Chandrasekhar and Jackson (2015) for more detail on such an extension). In such a model, analogous to the pairs case above, it would be direct that $LL$ and $LLL$ decline more than their counterparts ($HH$ and $LH$; $HHH$, $LHH$, and $LLH$, respectively).

Note that it is plausible that when one aspect of a relationship gets less importance there is some risk that the entire relationship breaks up since there are fixed costs of maintaining a relationship as well as other reasons for complementarities. By adding other types of links that are maintained and formed at the same time as these financial links, we can get similar effects on other links as well. As we saw above in Section 3.4, in Table 7 when we look at advice-based links, the effects are more or less of the same magnitude in proportional terms and in the same direction as the financial links.

4.7. Alternative Explanations. In this section we try to address two issues. First, can we account for the facts without going to a model with undirected search while maintaining our assumptions about changes in payoffs? Second, are there alternative assumptions about changes in payoffs that can help us account for the facts in combination with a simpler model of network formation?

4.7.1. Alternative models of network formation. In Online Appendix C, we discuss four other models of network formation, variations of which are already in the literature. We show why one needs a model that goes beyond those models to generate the patterns in our data.
A model that does not involve some randomness in meetings - some form of undirected search - would have to involve strange externalities in payoffs to get $LL$ and $LLL$ relationships to drop in response to a decrease in $H$s’ willingness to link to $L$s. This suggests that there needs to be some efforts made that result in meetings - so that the decreased willingness of $H$s to link with $L$s results in lower social efforts by $L$s. The reason that this requires both social efforts and conditional choices to link conditional upon meeting, is that the $H$s themselves are not lowering linking as much as $L$s - so it is the decreased prospects of linking - not just the efforts - that drive the results.

In summary, explaining the data requires a model that explains why so many $LL$ pairs and $LLL$ triples decrease, both old and new, even though they do not involve any $H$s, and should have increased if the $L$s could just costlessly meet with each other.

The additional dimensions of link maintenance and multiplexing then directly address other aspects of the data.

4.7.2. Alternative models of match value. We have so far assumed that match value depends only types and does not depend the pattern of matching. It is possible, for example, that matches are substitutes so that when a lot $LH$ links break, the value of $LL$ links may go up. This obviously goes in the wrong direction. It is also possible, though less plausible, that links are complements: perhaps when an $L$ can no longer borrow from the $H$s, she gives up the entire project and therefore also stops borrowing from the $L$s. However in this case the $LL$ links break because some $LH$ links have disappeared and therefore the effect on $LL$ links should be smaller than the effect on $LH$ links in proportional terms.

Another alternative view is that the reason $LL$ links drop is that $L$s recognize that even if they don’t participate in microfinance, it is available to them. This is probably true for some of them, but because we use microfinance eligibility to determine who is an $L$, it is less true for them than for the $H$ (who also don’t all borrow). An $H$ is therefore more likely to break their link with an $L$ on these grounds than another $L$.

The second alternative is based on the idea that the very fact that $H$s tend to socialize with $H$s in microfinance meetings would provide a force unique to participants, hence $H$s, to form new links and hence $HH$ links should decline less than other types of links which rules out this story. We examine this in Online Appendix E. We show that our main results hold even if we condition on all pairs where neither member joined microfinance. This, of course, comes from the fact that the vast majority (86%) of existing links have no MF participant on either end.

A third alternative, ex-ante, is simply that the mechanism may be a version of our undirected search model where the $H$ types simply do not have time to meet with the $L$s anymore. Notice our general form of the model allows for this, so there is no conflict. This is through
heterogeneity on the $c_H$ parameter: allowing for the cost of socializing to be differentially higher by type under treatment, which we do find.

A last possibility is that the entry of microfinance leads to rapid economic growth in the village, so that both $H$ and $L$ type don’t need to maintain informal relationships any more. This is not only inconsistent with the extensive literature on microfinance, which finds little impact of microfinance entry on average village or neighborhood level outcomes such as consumption, investment or business profit (Angelucci, Karlan, and Zinman, 2015; Attanasio, Augsburg, De Haas, Fitzsimons, and Harmgart, 2015; Augsburg, De Haas, Harmgart, and Meghir, 2015; Banerjee, Karlan, and Zinman, 2015b; Banerjee, Duflo, Glennerster, and Kinnan, 2015a; Crépon, Devoto, Duflo, and Parienté, 2015; Tarozzi, Desai, and Johnson, 2015) (see Meager (2015) for a meta-analysis), but is also inconsistent with the household finances and borrowing that we see going on in the villages.\footnote{All of these studies, other than Augsburg et al. (2015), estimate the treatment effect at the community (urban neighborhood or village) level; these are therefore directly comparable to the effect on the village networks in our study. Moreover only Crépon et al. (2015) allows for the estimation of spillovers and does not find any support for the view that there are some people who get large benefits, while other lose out. One exception to this evidence of a lack of impact is Breza and Kinnan (2018) who find negative effects of shutting down microcredit in Andhra Pradesh, India. Their interpretation of this result is that there are spillovers, possibly from a demand shortage generated by a large-scale demand crunch. However their unit of comparison is a district, which has many hundreds of villages, and therefore there is a much bigger scope for spillovers. The villages in our paper are relatively far from each other and there is much less chance of cross-village spillovers.} Moreover, per se, this explanation would also not account for larger effects for the $L$ households.

## 5. Conclusion

By studying a setting in which microcredit was introduced to a subset of 75 villages, we established that not only did the village social networks change in response, but further, those who experienced the greatest change in their local networks were the most ex-ante unlikely to join microcredit. The data show that, further, these agents faced large losses in links even when those links were not to those who were likely to take-up microcredit. This suggests a new sort of general equilibrium effect in network formation.

To explain the data we introduce a model in which agents put in effort in order to socialize, whom they meet has an undirected component, and agents engage in mutual consent to build links. Such a model embodies a global externality. If exposure to microcredit, for instance, reduces the desire to lend money because these individuals now have to make regular repayments, then the value of a link between a microcredit taker and an individual who does not join declines. Consequently, even those unlikely to join microcredit may reduce their own effort, knowing that microcredit takers would find the link less helpful and they would also find the link with microcredit takers less useful. As such, in equilibrium, those
who are unlikely to be involved with microcredit can suffer the greatest losses in links when
the village is exposed to microfinance.

The fact that our model provides patterns consistent with the data, of course, does not
imply that it is the right or only thing that is behind the empirical observations. It will take
further research to develop a full causal understanding of our empirical observations. But the
facts, in particular the evidence of negative spillovers on the non-beneficiaries, are robust and
have wide-ranging and important implications. The previous literature has shown that there
may be important positive spillovers from microfinance on participant households, especially
in terms of strengthened network connections. But this could come at a significant cost of
weakening connections in the rest of the community.

Regardless of the explanation for the changes, the more general point is that social net-
works can involve spillovers, externalities, and complex relationships so that changing one
part of the network can have quite extensive and unanticipated consequences. As a result,
interventions into a community can change the social structure and interactions in ways that
no one intended, with potentially large costs for some non-participants. Being mindful of
these possibilities is important in designing more effective policies.
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## Tables

### Table 1. Sample Statistics

<table>
<thead>
<tr>
<th>Panel A: Wave 1 Data</th>
<th>Microfinance villages</th>
<th>Non-Microfinance villages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Degree (Mean)</td>
<td>14.827</td>
<td>13.335</td>
</tr>
<tr>
<td>Average Degree (Std. Dev.)</td>
<td>2.5577</td>
<td>2.4427</td>
</tr>
<tr>
<td>Average Clustering (Mean)</td>
<td>0.2799</td>
<td>0.3121</td>
</tr>
<tr>
<td>Average Clustering (Std. Dev.)</td>
<td>0.0723</td>
<td>0.0897</td>
</tr>
<tr>
<td>Average Closeness (Mean)</td>
<td>0.3655</td>
<td>0.3783</td>
</tr>
<tr>
<td>Average Closeness (Std. Dev.)</td>
<td>0.0367</td>
<td>0.0464</td>
</tr>
<tr>
<td>Number of Households (Mean)</td>
<td>223.21</td>
<td>165.81</td>
</tr>
<tr>
<td>Number of Households (Std. Dev.)</td>
<td>56.17</td>
<td>48.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Wave 2 Data</th>
<th>Microfinance villages</th>
<th>Non-Microfinance villages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Degree (Mean)</td>
<td>17.3168</td>
<td>17.4601</td>
</tr>
<tr>
<td>Average Degree (Std. Dev.)</td>
<td>3.3268</td>
<td>4.3358</td>
</tr>
<tr>
<td>Average Clustering (Mean)</td>
<td>0.2872</td>
<td>0.3244</td>
</tr>
<tr>
<td>Average Clustering (Std. Dev.)</td>
<td>0.0477</td>
<td>0.0623</td>
</tr>
<tr>
<td>Average Closeness (Mean)</td>
<td>0.4483</td>
<td>0.4838</td>
</tr>
<tr>
<td>Average Closeness (Std. Dev.)</td>
<td>0.0375</td>
<td>0.0460</td>
</tr>
<tr>
<td>Number of Households (Mean)</td>
<td>246.5349</td>
<td>175.8438</td>
</tr>
<tr>
<td>Number of Households (Std. Dev.)</td>
<td>67.0797</td>
<td>53.4911</td>
</tr>
</tbody>
</table>

Notes: This table presents summary statistics from the 75 villages in our sample, 43 of them are villages that received microfinance.

### Table 2. Characteristics of $H$ versus $L$

#### Panel A: Demographics and Amenities variables

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>GMOBC</th>
<th>Latrine</th>
<th>Num. Rooms</th>
<th>Num. Beds</th>
<th>Thatched Roof</th>
<th>RCC Roof</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>-0.160</td>
<td>-0.0375</td>
<td>-0.0850</td>
<td>-0.0394</td>
<td>0.00384</td>
<td>-0.0154</td>
</tr>
<tr>
<td></td>
<td>(0.0285)</td>
<td>(0.0157)</td>
<td>(0.0380)</td>
<td>(0.0342)</td>
<td>(0.00411)</td>
<td>(0.00763)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.019]</td>
<td>[0.028]</td>
<td>[0.253]</td>
<td>[0.353]</td>
<td>[0.047]</td>
</tr>
<tr>
<td>Observations</td>
<td>14,904</td>
<td>14,904</td>
<td>14,904</td>
<td>14,904</td>
<td>14,904</td>
<td>14,904</td>
</tr>
<tr>
<td>Depvar mean</td>
<td>0.629</td>
<td>0.266</td>
<td>2.358</td>
<td>0.840</td>
<td>0.0235</td>
<td>0.117</td>
</tr>
</tbody>
</table>

#### Panel B: Network variables

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Degree</th>
<th>Links to L</th>
<th>Links to H</th>
<th>Eig. Cent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>0.935</td>
<td>-0.911</td>
<td>1.846</td>
<td>0.00963</td>
</tr>
<tr>
<td></td>
<td>(0.229)</td>
<td>(0.231)</td>
<td>(0.197)</td>
<td>(0.00176)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Observations</td>
<td>14,904</td>
<td>14,904</td>
<td>14,904</td>
<td>14,904</td>
</tr>
<tr>
<td>Depvar mean</td>
<td>8.972</td>
<td>5.456</td>
<td>3.516</td>
<td>0.0524</td>
</tr>
</tbody>
</table>

Notes: Standard errors (clustered at the village level) are reported in parentheses. $p$-values are reported in brackets.
Table 3. Difference in Differences

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microfinance x Post</td>
<td>-0.0119</td>
<td>-0.0128</td>
<td>-0.0128</td>
<td>0.00357</td>
<td>0.00968</td>
<td>0.00968</td>
<td>-0.0225</td>
<td>-0.0153</td>
<td>-0.0155</td>
</tr>
<tr>
<td></td>
<td>(0.00678)</td>
<td>(0.00690)</td>
<td>(0.00716)</td>
<td>(0.0146)</td>
<td>(0.0147)</td>
<td>(0.0153)</td>
<td>(0.00970)</td>
<td>(0.0117)</td>
<td>(0.0122)</td>
</tr>
<tr>
<td>Microfinance</td>
<td>-0.0205</td>
<td>0.00477</td>
<td>0.00204</td>
<td>-0.0408</td>
<td>-0.0179</td>
<td>-0.00638</td>
<td>-0.0129</td>
<td>0.00947</td>
<td>0.00963</td>
</tr>
<tr>
<td></td>
<td>(0.00842)</td>
<td>(0.00555)</td>
<td>(0.00227)</td>
<td>(0.0159)</td>
<td>(0.0148)</td>
<td>(0.00551)</td>
<td>(0.00993)</td>
<td>(0.0101)</td>
<td>(0.0106)</td>
</tr>
<tr>
<td>Post</td>
<td>-0.0117</td>
<td>-0.0145</td>
<td>-0.0145</td>
<td>-0.00913</td>
<td>0.00852</td>
<td>0.00852</td>
<td>0.105</td>
<td>-0.0472</td>
<td>-0.00499</td>
</tr>
<tr>
<td></td>
<td>(0.00576)</td>
<td>(0.0107)</td>
<td>(0.0111)</td>
<td>(0.0100)</td>
<td>(0.0249)</td>
<td>(0.0258)</td>
<td>(0.00762)</td>
<td>(0.0522)</td>
<td>(0.0778)</td>
</tr>
<tr>
<td>Observations</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Double-Post LASSO</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Village FE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Depvar Mean</td>
<td>0.0983</td>
<td>0.0983</td>
<td>0.0983</td>
<td>0.307</td>
<td>0.307</td>
<td>0.307</td>
<td>0.418</td>
<td>0.418</td>
<td>0.418</td>
</tr>
</tbody>
</table>

Notes: Standard errors (clustered at the village level) are reported in parentheses. p-values are reported in brackets. Controls consist of the share of upper caste households, number of households in the village, share of households in self-help groups, share Hindu, share with a latrine in the house, share that own the household, share that have electricity and share that are leaders.
### Table 4. Link Evolution

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microfinance × LL</td>
<td>-0.064</td>
<td>-0.060</td>
<td>-0.067</td>
<td>-0.004</td>
<td>-0.006</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Microfinance × LH</td>
<td>-0.069</td>
<td>-0.067</td>
<td>-0.072</td>
<td>-0.005</td>
<td>-0.006</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.017)</td>
<td>(0.017)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Microfinance</td>
<td>0.002</td>
<td>-0.016</td>
<td>-0.010</td>
<td>-0.017</td>
<td>-0.012</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.023)</td>
<td>(0.110)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>LL</td>
<td>0.021</td>
<td>0.012</td>
<td>0.019</td>
<td>-0.014</td>
<td>-0.010</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>LH</td>
<td>0.014</td>
<td>0.011</td>
<td>0.016</td>
<td>-0.011</td>
<td>-0.008</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Observations</td>
<td>57,376</td>
<td>57,376</td>
<td>57,376</td>
<td>846,561</td>
<td>846,561</td>
<td>846,561</td>
</tr>
<tr>
<td>Linked Pre-MF</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Centrality control</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Depvar Mean</td>
<td>0.441</td>
<td>0.441</td>
<td>0.441</td>
<td>0.064</td>
<td>0.064</td>
<td>0.064</td>
</tr>
<tr>
<td>HH, Non-MF Mean</td>
<td>0.462</td>
<td>0.462</td>
<td>0.462</td>
<td>0.089</td>
<td>0.089</td>
<td>0.089</td>
</tr>
<tr>
<td>MF + MF × LL = 0 p-val</td>
<td>0.001</td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MF + MF × LH = 0 p-val</td>
<td>0.000</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MF × LL = MF × LH p-val</td>
<td>0.731</td>
<td>0.673</td>
<td>0.759</td>
<td>0.810</td>
<td>0.870</td>
<td>0.920</td>
</tr>
<tr>
<td>Household type predictor control</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Household characteristics control</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Standard errors (clustered at the village level) are reported in parentheses. p-values are reported in brackets. Centrality controls are a vector of flexible controls (a polynomial) for centrality of both nodes. Household characteristics are caste and a number of wealth proxies including number of rooms, number of beds, electrification, latrine presence, and roofing material. Household predictor variables consist of all variables that are used in the random forest classification. In every case we include interactions of all of these network, demographic, and classification variables with microfinance.
Table 5. Evolution of $LL$ links as a function of support from $H$ links

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Linked Post-MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num High Friends in Common / Num Friends in Common x MF</td>
<td>0.0491</td>
</tr>
<tr>
<td></td>
<td>(0.0333)</td>
</tr>
<tr>
<td></td>
<td>[0.145]</td>
</tr>
<tr>
<td>Num High Friends in Common / Num Friends in Common</td>
<td>-0.0164</td>
</tr>
<tr>
<td></td>
<td>(0.0253)</td>
</tr>
<tr>
<td></td>
<td>[0.519]</td>
</tr>
<tr>
<td>Microfinance</td>
<td>-0.0514</td>
</tr>
<tr>
<td></td>
<td>(0.0271)</td>
</tr>
<tr>
<td></td>
<td>[0.0621]</td>
</tr>
<tr>
<td>Num Friends in Common x MF</td>
<td>-0.00802</td>
</tr>
<tr>
<td></td>
<td>(0.00509)</td>
</tr>
<tr>
<td></td>
<td>[0.119]</td>
</tr>
<tr>
<td>Num Friends in Common</td>
<td>0.0131</td>
</tr>
<tr>
<td></td>
<td>(0.00414)</td>
</tr>
<tr>
<td></td>
<td>[0.00219]</td>
</tr>
<tr>
<td>Observations</td>
<td>19,220</td>
</tr>
<tr>
<td>Linked Pre-MF</td>
<td>Yes</td>
</tr>
<tr>
<td>LL links only</td>
<td>Yes</td>
</tr>
<tr>
<td>Depvar Mean</td>
<td>0.459</td>
</tr>
</tbody>
</table>

Notes: Regression includes fixed effects for number of friends in common and interaction of these dummies with MF. Number of High Friends in Common has a mean of 0.49 with a standard deviation of 1.03. Number of High Friends in Common / Number of Friends in Common has a mean of 0.61 with a standard deviation of 0.42. Standard errors (clustered at the village level) are reported in parentheses. $p$-values are reported in brackets.
Table 6. Triples Evolution

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Full triangle</th>
<th>(2) Full triangle</th>
<th>(3) Full triangle</th>
<th>(4) Any link in triangle</th>
<th>(5) Any link in triangle</th>
<th>(6) Any link in triangle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>linked Post-MF</td>
<td>linked Post-MF</td>
<td>linked Post-MF</td>
<td>survived Post-MF</td>
<td>survived Post-MF</td>
<td>survived Post-MF</td>
</tr>
<tr>
<td>Microfinance x LLL</td>
<td>-0.103 (0.0330) [0.00254]</td>
<td>-0.102 (0.033) [0.003]</td>
<td>-0.106 (0.032) [0.001]</td>
<td>-0.103 (0.030) [0.001]</td>
<td>-0.108 (0.030) [0.001]</td>
<td>-0.105 (0.028) [0.000]</td>
</tr>
<tr>
<td>Microfinance x LLH</td>
<td>-0.0846 (0.0276) [0.00305]</td>
<td>-0.087 (0.029) [0.003]</td>
<td>-0.094 (0.027) [0.001]</td>
<td>-0.061 (0.025) [0.016]</td>
<td>-0.065 (0.026) [0.015]</td>
<td>-0.067 (0.025) [0.009]</td>
</tr>
<tr>
<td>Microfinance x LHH</td>
<td>-0.0569 (0.0191) [0.00393]</td>
<td>-0.059 (0.019) [0.003]</td>
<td>-0.063 (0.018) [0.0026]</td>
<td>-0.043 (0.019) [0.019]</td>
<td>-0.044 (0.019) [0.019]</td>
<td>-0.046 (0.019) [0.018]</td>
</tr>
<tr>
<td>Microfinance</td>
<td>0.0294 (0.0261) [0.265]</td>
<td>0.009 (0.026) [0.716]</td>
<td>0.032 (0.148) [0.828]</td>
<td>0.011 (0.021) [0.615]</td>
<td>0.001 (0.021) [0.981]</td>
<td>0.090 (0.128) [0.481]</td>
</tr>
<tr>
<td>LLL</td>
<td>0.0260 (0.0258) [0.317]</td>
<td>0.018 (0.027) [0.513]</td>
<td>0.026 (0.025) [0.302]</td>
<td>0.031 (0.020) [0.125]</td>
<td>0.029 (0.020) [0.169]</td>
<td>0.034 (0.020) [0.088]</td>
</tr>
<tr>
<td>LLH</td>
<td>0.0106 (0.0203) [0.604]</td>
<td>0.009 (0.020) [0.643]</td>
<td>0.018 (0.018) [0.313]</td>
<td>0.002 (0.018) [0.893]</td>
<td>0.003 (0.018) [0.855]</td>
<td>0.010 (0.017) [0.543]</td>
</tr>
<tr>
<td>LLL</td>
<td>0.00599 (0.0160) [0.709]</td>
<td>0.008 (0.015) [0.578]</td>
<td>0.014 (0.014) [0.318]</td>
<td>0.004 (0.014) [0.781]</td>
<td>0.006 (0.014) [0.667]</td>
<td>0.010 (0.013) [0.431]</td>
</tr>
</tbody>
</table>

Observations 53,233
Linked Pre-MF Yes Yes Yes Yes Yes Yes
Centrality control ✔ ✔ ✔ ✔ ✔
Depvar Mean 0.197 0.197 0.197 0.808 0.808 0.808
HHHH, Non-MF Mean 0.216 0.216 0.216 0.834 0.834 0.834
MF + MF x LLL = 0 p-val 0.013 0.013
MF + MF x LLH = 0 p-val 0.018 0.003
MF + MF x LHH = 0 p-val 0.261 0.101
MF x LLL = MF x LLH p-val 0.360 0.046 0.540 0.013 0.007 0.009
MF x LLH = MF x LHH p-val 0.104 0.127 0.122 0.020 0.010 0.010
MF x LLL = MF x LHH p-val 0.114 0.119 0.082 0.270 0.209 0.200
Household type predictor control ✔ ✔
Household characteristics control ✔ ✔

Notes: Standard errors (clustered at the village level) are reported in parentheses. p-values are reported in brackets. Centrality controls are a vector of flexible controls (a polynomial) for centrality all nodes. Household characteristics are caste and a number of wealth proxies including number of rooms, number of beds, electrification, latrine presence, and roofing material. Household predictor variables consist of all variables that are used in the random forest classification. In every case we include interactions of all of these network, demographic, and classification variables with microfinance.
# Table 7. Link Evolution for Info and Financial Links

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Info Linked Post-MF</th>
<th>(2) Info Linked Post-MF</th>
<th>(3) Financial Linked Post-MF</th>
<th>(4) Financial Linked Post-MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microfinance × LL</td>
<td>-0.052 (0.024) [0.033]</td>
<td>-0.001 (0.005) [0.793]</td>
<td>-0.046 (0.027) [0.092]</td>
<td>-0.003 (0.005) [0.563]</td>
</tr>
<tr>
<td>Microfinance × LH</td>
<td>-0.051 (0.019) [0.009]</td>
<td>-0.003 (0.003) [0.390]</td>
<td>-0.025 (0.022) [0.260]</td>
<td>-0.005 (0.003) [0.115]</td>
</tr>
<tr>
<td>Microfinance</td>
<td>-0.002 (0.021) [0.941]</td>
<td>-0.011 (0.005) [0.040]</td>
<td>-0.022 (0.025) [0.396]</td>
<td>-0.008 (0.005) [0.089]</td>
</tr>
<tr>
<td>LL</td>
<td>0.017 (0.019) [0.371]</td>
<td>-0.009 (0.005) [0.070]</td>
<td>0.018 (0.022) [0.430]</td>
<td>-0.006 (0.004) [0.133]</td>
</tr>
<tr>
<td>LH</td>
<td>0.005 (0.016) [0.770]</td>
<td>-0.007 (0.003) [0.029]</td>
<td>-0.012 (0.019) [0.526]</td>
<td>-0.004 (0.003) [0.104]</td>
</tr>
<tr>
<td>Observations</td>
<td>37,044</td>
<td>866,893</td>
<td>27,072</td>
<td>876,865</td>
</tr>
<tr>
<td>Linked Pre-MF</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>HH, Non-MF Mean</td>
<td>0.326</td>
<td>0.038</td>
<td>0.333</td>
<td>0.034</td>
</tr>
<tr>
<td>MF + MF × LL = 0 p-val</td>
<td>0.007</td>
<td>0.020</td>
<td>0.004</td>
<td>0.044</td>
</tr>
<tr>
<td>MF + MF × LH = 0 p-val</td>
<td>0.001</td>
<td>0.001</td>
<td>0.008</td>
<td>0.001</td>
</tr>
<tr>
<td>MF × LL = MF × LH p-val</td>
<td>0.923</td>
<td>0.589</td>
<td>0.279</td>
<td>0.483</td>
</tr>
</tbody>
</table>

Notes: Standard errors (clustered at the village level) are reported in parentheses. p-values are reported in brackets. All columns include a full set of controls. Centrality controls are a vector of flexible controls (a polynomial) for centrality of both nodes. Household characteristics are caste and a number of wealth proxies including number of rooms, number of beds, electrification, latrine presence, and roofing material. Household predictor variables consist of all variables that are used in the random forest classification. In every case we include interactions of all of these network, demographic, and classification variables with microfinance.
Table 8. Borrowing patterns

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF x Post x H</td>
<td>1,420.789</td>
<td>626.636</td>
<td>411.933</td>
<td>-71.899</td>
<td>129.978</td>
<td>976.332</td>
</tr>
<tr>
<td></td>
<td>(219.156)</td>
<td>(480.269)</td>
<td>(523.082)</td>
<td>(806.320)</td>
<td>(1,256.401)</td>
<td>(1,175.546)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.196]</td>
<td>[0.433]</td>
<td>[0.929]</td>
<td>[0.918]</td>
<td>[0.409]</td>
</tr>
<tr>
<td>Microfinance x Post</td>
<td>320.280</td>
<td>-1,046.038</td>
<td>-1,016.528</td>
<td>109.471</td>
<td>-855.003</td>
<td>-1,943.946</td>
</tr>
<tr>
<td></td>
<td>(232.040)</td>
<td>(513.993)</td>
<td>(471.430)</td>
<td>(740.379)</td>
<td>(1,150.991)</td>
<td>(1,166.455)</td>
</tr>
<tr>
<td></td>
<td>[0.172]</td>
<td>[0.045]</td>
<td>[0.034]</td>
<td>[0.883]</td>
<td>[0.460]</td>
<td>[0.100]</td>
</tr>
<tr>
<td>Post x H</td>
<td>104.786</td>
<td>-1,069.177</td>
<td>-283.731</td>
<td>-382.132</td>
<td>-997.410</td>
<td>-1,769.285</td>
</tr>
<tr>
<td></td>
<td>(278.031)</td>
<td>(407.767)</td>
<td>(298.380)</td>
<td>(707.445)</td>
<td>(1,102.186)</td>
<td>(965.261)</td>
</tr>
<tr>
<td></td>
<td>[0.707]</td>
<td>[0.011]</td>
<td>[0.345]</td>
<td>[0.591]</td>
<td>[0.368]</td>
<td>[0.071]</td>
</tr>
<tr>
<td>Microfinance</td>
<td>260.573</td>
<td>-105.892</td>
<td>8.255</td>
<td>190.591</td>
<td>-40.219</td>
<td>96.014</td>
</tr>
<tr>
<td></td>
<td>(197.514)</td>
<td>(37.933)</td>
<td>(241.509)</td>
<td>(463.169)</td>
<td>(402.089)</td>
<td>(514.685)</td>
</tr>
<tr>
<td></td>
<td>[0.191]</td>
<td>[0.007]</td>
<td>[0.973]</td>
<td>[0.682]</td>
<td>[0.921]</td>
<td>[0.853]</td>
</tr>
<tr>
<td>High</td>
<td>-41.558</td>
<td>123.278</td>
<td>271.808</td>
<td>59.082</td>
<td>159.143</td>
<td>472.771</td>
</tr>
<tr>
<td></td>
<td>(262.973)</td>
<td>(38.215)</td>
<td>(130.453)</td>
<td>(564.628)</td>
<td>(246.315)</td>
<td>(587.881)</td>
</tr>
<tr>
<td></td>
<td>[0.875]</td>
<td>[0.002]</td>
<td>[0.041]</td>
<td>[0.917]</td>
<td>[0.520]</td>
<td>[0.424]</td>
</tr>
<tr>
<td>Post</td>
<td>218.554</td>
<td>2,795.997</td>
<td>2,084.137</td>
<td>1,434.949</td>
<td>3,380.911</td>
<td>6,365.265</td>
</tr>
<tr>
<td></td>
<td>(175.949)</td>
<td>(449.740)</td>
<td>(382.122)</td>
<td>(555.236)</td>
<td>(1,001.433)</td>
<td>(1,018.074)</td>
</tr>
<tr>
<td></td>
<td>[0.218]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.012]</td>
<td>[0.001]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Observations</td>
<td>27,981</td>
<td>27,113</td>
<td>27,981</td>
<td>27,981</td>
<td>27,981</td>
<td>27,113</td>
</tr>
<tr>
<td>Depvar Mean</td>
<td>738</td>
<td>1104</td>
<td>1916</td>
<td>1809</td>
<td>2876</td>
<td>4927</td>
</tr>
</tbody>
</table>

Notes: This table presents the effect of microfinance access on the loan amounts borrowed from microfinance institutions, friends, family, banks and moneylenders. All columns control for surveyed in wave 1 fixed effects. Standard errors (clustered at the village level) are reported in parentheses. p-values are reported in brackets.
Table 9. Borrowing patterns: H Respondents

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) MFI</th>
<th>(2) Friend</th>
<th>(3) SHG</th>
<th>(4) Family</th>
<th>(5) Moneylender</th>
<th>(6) Full Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF × No. of Hs × Post</td>
<td>133.033</td>
<td>-28.868</td>
<td>123.798</td>
<td>-582.572</td>
<td>-242.789</td>
<td>-488.035</td>
</tr>
<tr>
<td>No. of Hs × Post</td>
<td>3.708.154</td>
<td>-1.297.353</td>
<td>-49.368</td>
<td>587.360</td>
<td>2.596.432</td>
<td>-628.933</td>
</tr>
<tr>
<td>MF × No. of Hs</td>
<td>-124.943</td>
<td>5.143</td>
<td>132.866</td>
<td>72.609</td>
<td>196.673</td>
<td>211.851</td>
</tr>
<tr>
<td>Degree × Post</td>
<td>-34.395</td>
<td>-178.767</td>
<td>-16.678</td>
<td>-412.152</td>
<td>52.033</td>
<td>-626.235</td>
</tr>
<tr>
<td>Degree</td>
<td>47.970</td>
<td>14.599</td>
<td>139.209</td>
<td>428.998</td>
<td>196.159</td>
<td>589.871</td>
</tr>
<tr>
<td>MF × Degree</td>
<td>224.935</td>
<td>-9.865</td>
<td>76.414</td>
<td>113.433</td>
<td>-61.100</td>
<td>33.738</td>
</tr>
<tr>
<td>MF × Degree × Post</td>
<td>-239.588</td>
<td>102.703</td>
<td>-104.236</td>
<td>220.835</td>
<td>-249.478</td>
<td>212.586</td>
</tr>
<tr>
<td>Observations</td>
<td>10,354</td>
<td>10,033</td>
<td>10,354</td>
<td>10,354</td>
<td>10,354</td>
<td>10,033</td>
</tr>
</tbody>
</table>

Notes: This table presents the effect of microfinance access, no. of H neighbours and their interactions on the loan amounts borrowed from microfinance institutions, friends, family, banks and moneylenders. All columns control for surveyed in wave 1 fixed effects. Standard errors (clustered at the village level) are reported in parentheses. p-values are reported in brackets.
Table 10. Borrowing patterns: L Respondents

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) MFI</th>
<th>(2) Friend</th>
<th>(3) SHG</th>
<th>(4) Family</th>
<th>(5) Moneylender</th>
<th>(6) Full Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF × No. of Hs × Post</td>
<td>-353.476</td>
<td>111.771</td>
<td>54.494</td>
<td>-343.383</td>
<td>833.626</td>
<td>-171.527</td>
</tr>
<tr>
<td></td>
<td>(147.379)</td>
<td>(111.260)</td>
<td>(173.335)</td>
<td>(392.103)</td>
<td>(718.622)</td>
<td>(449.429)</td>
</tr>
<tr>
<td></td>
<td>[0.120]</td>
<td>[0.015]</td>
<td>[0.754]</td>
<td>[0.384]</td>
<td>[0.250]</td>
<td>[0.704]</td>
</tr>
<tr>
<td>Microfinance × Post</td>
<td>329.527</td>
<td>-2,710.266</td>
<td>-449.116</td>
<td>-183.203</td>
<td>-724.114</td>
<td>-3,331.248</td>
</tr>
<tr>
<td></td>
<td>(209.283)</td>
<td>(1,091.349)</td>
<td>(617.565)</td>
<td>(1,002.670)</td>
<td>(1,277.177)</td>
<td>(1,773.786)</td>
</tr>
<tr>
<td></td>
<td>[0.120]</td>
<td>[0.318]</td>
<td>[0.754]</td>
<td>[0.384]</td>
<td>[0.250]</td>
<td>[0.704]</td>
</tr>
<tr>
<td>No. of Hs × Post</td>
<td>115.244</td>
<td>-60.975</td>
<td>-6.440</td>
<td>-441.698</td>
<td>26.892</td>
<td>-511.861</td>
</tr>
<tr>
<td></td>
<td>(124.383)</td>
<td>(101.443)</td>
<td>(144.049)</td>
<td>(258.775)</td>
<td>(542.616)</td>
<td>(353.578)</td>
</tr>
<tr>
<td></td>
<td>[0.357]</td>
<td>[0.550]</td>
<td>[0.964]</td>
<td>[0.092]</td>
<td>[0.961]</td>
<td>[0.152]</td>
</tr>
<tr>
<td>MF × No. of Hs</td>
<td>222.650</td>
<td>-44.434</td>
<td>87.780</td>
<td>161.409</td>
<td>-270.460</td>
<td>203.811</td>
</tr>
<tr>
<td></td>
<td>(135.074)</td>
<td>(23.751)</td>
<td>(146.163)</td>
<td>(270.452)</td>
<td>(489.541)</td>
<td>(310.086)</td>
</tr>
<tr>
<td></td>
<td>[0.104]</td>
<td>[0.066]</td>
<td>[0.550]</td>
<td>[0.552]</td>
<td>[0.582]</td>
<td>[0.513]</td>
</tr>
<tr>
<td>Microfinance</td>
<td>152.889</td>
<td>35.291</td>
<td>-208.213</td>
<td>-267.788</td>
<td>-107.078</td>
<td>-469.690</td>
</tr>
<tr>
<td></td>
<td>(144.766)</td>
<td>(47.984)</td>
<td>(209.995)</td>
<td>(636.178)</td>
<td>(774.163)</td>
<td>(736.708)</td>
</tr>
<tr>
<td></td>
<td>[0.294]</td>
<td>[0.066]</td>
<td>[0.964]</td>
<td>[0.675]</td>
<td>[0.890]</td>
<td>[0.526]</td>
</tr>
<tr>
<td>No. of Hs</td>
<td>-139.465</td>
<td>43.646</td>
<td>-26.134</td>
<td>288.818</td>
<td>-198.403</td>
<td>306.826</td>
</tr>
<tr>
<td></td>
<td>[0.232]</td>
<td>[0.048]</td>
<td>[0.802]</td>
<td>[0.172]</td>
<td>[0.536]</td>
<td>[0.147]</td>
</tr>
<tr>
<td>Post</td>
<td>424.048</td>
<td>5,725.117</td>
<td>2,392.551</td>
<td>1,786.294</td>
<td>4,098.845</td>
<td>10,111.798</td>
</tr>
<tr>
<td></td>
<td>(142.278)</td>
<td>(1,000.090)</td>
<td>(455.338)</td>
<td>(870.131)</td>
<td>(832.852)</td>
<td>(1,593.008)</td>
</tr>
<tr>
<td></td>
<td>[0.004]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.044]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Degree × Post</td>
<td>-89.724</td>
<td>-300.463</td>
<td>-27.107</td>
<td>199.200</td>
<td>-131.045</td>
<td>-142.099</td>
</tr>
<tr>
<td></td>
<td>(100.806)</td>
<td>(72.555)</td>
<td>(105.741)</td>
<td>(148.992)</td>
<td>(356.087)</td>
<td>(207.299)</td>
</tr>
<tr>
<td></td>
<td>[0.376]</td>
<td>[0.000]</td>
<td>[0.798]</td>
<td>[0.185]</td>
<td>[0.714]</td>
<td>[0.495]</td>
</tr>
<tr>
<td>Degree</td>
<td>89.425</td>
<td>13.037</td>
<td>112.368</td>
<td>-68.810</td>
<td>321.879</td>
<td>58.285</td>
</tr>
<tr>
<td></td>
<td>(94.550)</td>
<td>(10.972)</td>
<td>(66.172)</td>
<td>(146.201)</td>
<td>(243.635)</td>
<td>(158.682)</td>
</tr>
<tr>
<td></td>
<td>[0.347]</td>
<td>[0.239]</td>
<td>[0.094]</td>
<td>[0.639]</td>
<td>[0.191]</td>
<td>[0.714]</td>
</tr>
<tr>
<td>MF × Degree</td>
<td>-126.566</td>
<td>8.271</td>
<td>-41.081</td>
<td>-134.348</td>
<td>152.640</td>
<td>-165.004</td>
</tr>
<tr>
<td></td>
<td>(103.176)</td>
<td>(12.923)</td>
<td>(90.629)</td>
<td>(167.947)</td>
<td>(431.562)</td>
<td>(201.324)</td>
</tr>
<tr>
<td></td>
<td>[0.224]</td>
<td>[0.524]</td>
<td>[0.652]</td>
<td>[0.426]</td>
<td>[0.725]</td>
<td>[0.415]</td>
</tr>
<tr>
<td>MF × Degree × Post</td>
<td>233.243</td>
<td>138.041</td>
<td>-99.209</td>
<td>352.025</td>
<td>-545.820</td>
<td>389.299</td>
</tr>
<tr>
<td></td>
<td>(113.836)</td>
<td>(86.535)</td>
<td>(135.307)</td>
<td>(270.164)</td>
<td>(543.288)</td>
<td>(297.665)</td>
</tr>
<tr>
<td></td>
<td>[0.044]</td>
<td>[0.115]</td>
<td>[0.465]</td>
<td>[0.197]</td>
<td>[0.318]</td>
<td>[0.195]</td>
</tr>
<tr>
<td>Observations</td>
<td>17,627</td>
<td>17,080</td>
<td>17,627</td>
<td>17,627</td>
<td>17,627</td>
<td>17,080</td>
</tr>
<tr>
<td>Depvar Mean</td>
<td>576.7</td>
<td>1198</td>
<td>1759</td>
<td>1815</td>
<td>2898</td>
<td>4867</td>
</tr>
</tbody>
</table>

Notes: This table presents the effect of microfinance access, no. of H neighbours and their interactions on the loan amounts borrowed from microfinance institutions, friends, family, banks and moneylenders. All columns control for surveyed in wave 1 fixed effects. Standard errors (clustered at the village level) are reported in parentheses. *p*-values are reported in brackets.
Table 11. Structural Estimation

**Panel A: Equilibrium Effort**

<table>
<thead>
<tr>
<th></th>
<th>$e_H^{MF}$</th>
<th>$e_H^{No MF}$</th>
<th>$e_L^{MF}$</th>
<th>$e_L^{No MF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.3664</td>
<td>0.3857</td>
<td>0.2971</td>
<td>0.3217</td>
</tr>
<tr>
<td>CI</td>
<td>[0.3305, 0.4310]</td>
<td>[0.3430, 0.3926]</td>
<td>[0.2698, 0.2977]</td>
<td>[0.3112, 0.3410]</td>
</tr>
</tbody>
</table>

$c_H^{MF} \neq c_H^{No MF}$ p-val: 0.76
$c_L^{MF} \neq c_L^{No MF}$ p-val: 0.014

**Panel B: Utility Parameters**

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$u$</th>
<th>$c$</th>
<th>$c_L^{MF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.0064</td>
<td>2.0282</td>
<td>15.3809</td>
</tr>
<tr>
<td>CI</td>
<td>[0.0050, 0.0100]</td>
<td>[0.0000, 5.7545]</td>
<td>[3.2441, 31.2495]</td>
</tr>
</tbody>
</table>

$c \neq c_H^{MF}$ p-val: 0.06

**Panel C: Propensity to Lend and Borrow**

<table>
<thead>
<tr>
<th>$\alpha_H^{MF}$</th>
<th>$\alpha_H^{No MF}$</th>
<th>$\beta_H^{MF}$</th>
<th>$\beta_H^{No MF}$</th>
<th>$\alpha_L$</th>
<th>$\beta_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.087</td>
<td>0.144</td>
<td>0.128</td>
<td>0.152</td>
<td>0.138</td>
</tr>
<tr>
<td>CI</td>
<td>[0.032, 0.197]</td>
<td>[0.106, 0.318]</td>
<td>[0.092, 0.213]</td>
<td>[0.121, 0.181]</td>
<td>[0.196, 0.983]</td>
</tr>
</tbody>
</table>

$\alpha_H^{MF} \neq \alpha_H^{No MF}$ p-val: 0.04
$\beta_H^{MF} \neq \beta_H^{No MF}$ p-val: 0.38

**Panel D: Value of Links**

<table>
<thead>
<tr>
<th>$v_{HH}^{MF}$</th>
<th>$v_{HH}^{No MF}$</th>
<th>$v_{HL}^{MF}$</th>
<th>$v_{HL}^{No MF}$</th>
<th>$v_{LH}^{MF}$</th>
<th>$v_{LH}^{No MF}$</th>
<th>$v_{LL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.0061</td>
<td>0.0121</td>
<td>0.0096</td>
<td>0.0117</td>
<td>0.0083</td>
<td>0.0133</td>
</tr>
<tr>
<td>CI</td>
<td>[0.0045, 0.0114]</td>
<td>[0.0079, 0.0251]</td>
<td>[0.0122, 0.0545]</td>
<td>[0.0142, 0.0687]</td>
<td>[0.0069, 0.0183]</td>
<td>[0.0105, 0.0304]</td>
</tr>
</tbody>
</table>

$v_{HH}^{MF} \neq v_{HH}^{No MF}$ p-val: 0.04
$v_{HL}^{MF} \neq v_{HL}^{No MF}$ p-val: 0.30
$v_{LH}^{MF} \neq v_{LH}^{No MF}$ p-val: 0.04

Notes: Confidence intervals and p-values computed by non-parametric block bootstrap (at the village level) are reported in brackets. Here $r = 0.05, b = 0.5$. 


We show there is a unique equilibrium and characterize it, here letting each agent’s utility be fully dependent upon their label $i$.

From our discussion above, it follows directly that a best response must satisfy

$$e_i = \min \left\{ 1, \frac{1}{c_i} \left( u_i + \sum_{j \neq i} E^+[v_{ij}] (1 - F(-v_{ij})) (1 - F(-v_{ij})) e_j \right) \right\}.$$  

Given the bound that $e_j \leq 1$, and the fact that $u_i > 0$, it follows that for sufficiently large $c_i$,

$$e_i = \frac{1}{c_i} \left( u_i + \sum_{j \neq i} E^+[v_{ij}] (1 - F(-v_{ij})) (1 - F(-v_{ij})) e_j \right),$$

and is strictly between 0 and 1.

Thus, taking $c_i$ to be sufficiently large for each $i$, we let $u$ be the $n$-dimensional vector with entries $\frac{1}{c_i} u_i$ and $E$ be the $n \times n$ matrix with $ij$ entries $\frac{1}{c_i} \sum_{j \neq i} E^+[v_{ij}] (1 - F(-v_{ij})) (1 - F(-v_{ij}))$. Then the characterization of equilibria can be written as

$$e = u + Ee,$$

which has a unique solution of $e = (I - E)^{-1}u$, given that $E$ has nonnegative values that are less than 1 and so $(I - E)$ is invertible.

Note that two agents of the same type take the same effort by the symmetry of the expected utility in type and uniqueness of equilibrium overall.

Rewriting $u$ be the $|\Theta|$-dimensional vector with entries $\frac{1}{c_{u}} u_{\theta}$ and $E$ be the $|\Theta| \times |\Theta|$ matrix with $\theta, \theta'$ entries $\frac{1}{c_{u}} \sum_{\theta' \in \Theta} E^+[v_{\theta\theta'}] n_{\theta\theta'} (1 - F(-v_{\theta\theta'})) (1 - F(-v_{\theta\theta'}))$, the unique equilibrium is given by

$$e = (I - E)^{-1}u.$$  

The result on the comparative statics follows from Proposition 16 in Van Zandt and Vives (2007), noting the strict monotonicity of the best responses in the payoffs and actions of others, and the interiority of the equilibrium.

\footnote{This drops the $n_{\theta\theta'}$ terms, but one can include an indicator $n_{ij}$ and nothing in the argument below changes.}
Appendix B. Random Forest Model Description

We use a random forest algorithm to classify our respondents into two types: those that have a high probability of taking up microfinance loans ($H$) and those that have a low probability ($L$), when offered.

B.1. Algorithm Inputs.

Input Data:
- $N$ = Set of respondents from all villages,
- $N_{mf}$ = Set of respondents from microfinance villages,
- $Y_i$ = Loan take-up binary outcome for each $i \in N_{mf}$,
- $X_i$ = Set of predictor variables for each $i \in N_{mf}$.

Algorithm Parameters:
- $T$ = Set of trees to grow,
- $p$ = Total number of predictors,
- $m$ = Number of predictors selected at each split,
- $C$ = Misclassification cost matrix to penalize False Positives and False Negatives (explained in subsection B.3),
- $t$ = Fraction of sample to be used as training dataset,
- $d$ = Number of splits/ Number of nodes/ Tree depth.

B.2. Basic Algorithm.

Step 1: Randomly select (with replacement) training data $S$ and testing data $S'$ from $N_{mf}$.

The size of $S$ will be $t \cdot n(N_{mf})$ and the size of $S'$ will be $(1 - t) \cdot n(N_{mf})$.

Step 2: For each tree $t \in T$,
- Randomly select (without replacement) a sample of size $n(S)$ from $S$.
- At each node $n$ of the tree $t$, randomly select (with replacement) a set of predictors of size $m$ from $p$.
- At each node until $d$, construct a split based on the “fitctree” rule in MATLAB which uses Gini’s Diversity Index (gdi) to determine the split.
- For every tree $t$, each $i \in N_{mf}$ will be assigned a classification $\hat{Y}_{it} \in \{0, 1\}$.

Step 3: After classifying each $i \in N_{mf}$, for each tree $t$, the final classification can be computed as follows,

$$\hat{Y}_i = \frac{1}{n(S)} \sum_{t=1}^{n(T)} \hat{Y}_{it} > 0.5 \right \}
$$

and therefore $\theta_i = \hat{Y}_i \cdot H + (1 - \hat{Y}_i) \cdot L$.

B.3. Our Parameter Choices.
- $T$: We use 500 trees.
• $p$: We use 5 predictors and the choice of predictors is explained in subsection B.4.
• $m$: We select 3 out of 5 predictors at every split. Conventionally, a third of the total number of predictions are used but we choose to use two-thirds because our selected set of predictors $p$ are already trimmed to those that, based on the rules of the bank and Banerjee et al. (2013), are more likely to be approached for loan takeup.
• $C$: We specify a ratio of False Positives to False Negatives as 1:12. The algorithm oversamples unique observations from the class that has a large penalty. In our data from microfinance villages, the take-up rate of loans is 18%. Therefore, we chose to penalize missclassifying an $L$ as an $H$ more heavily.\footnote{Our results are robust to changing these.}
• $t$: We use 0.75 of our sample to train the data.
• $d$: We use the default number of splits i.e., $n(S) - 1$.

B.4. Selection of predictors. To select our set of predictors, we use the eligibility rules of the microfinance firm as well as network and social distance to leaders in the village, which should predict how likely it is that a household heard of microfinance. The predictors we use are as follows:

- dummy for being a BSS leader, who are the people that the MFI would approach when entering a village,
- dummy for if the household has a female of eligible age for a microfinance loan, which is a requirement for the household to be able to participate,
- the average closeness (mean of inverse of network distance) to leaders, which is relevant because as in Banerjee et al. (2013) those who are closer to leaders should be more likely to hear of microfinance,
- the average closeness (mean of inverse distance) to same-caste leaders, because interactions within-caste are more likely and therefore should influence the likelihood of being informed,
- the share of same-caste leaders in the village, as above.

Table 2 shows the characteristics on which the $H$ respondents differ from the $L$ respondents. We see that $H$ households are much more likely to be SCST, have smaller houses in terms of room count, much less likely to have a latrine in the household, and much less likely to have an RCC roof, all of which suggests that they tend to be poorer. Finally, we see that $H$ households and $L$ households have comparable degree ($H$ types have 0.94 more friends on a base of 8.97), but the composition exhibits considerable homophily: $H$ types have a lower number of links to $L$ types and a higher number of links to $H$ types. But $H$ households are more eigenvector central in the network.
Figure B.1. This presents an example of a decision tree. For the sake of simplicity, we limit the maximum number of splits to 12. The actual procedure has a considerably more complex tree. Here $x_1$ is the average closeness to leaders, $x_2$ is whether the household is eligible by having a female of eligible age, $x_3$ is whether the household is a leader, $x_4$ is the share of same-caste leaders in the village, and $x_5$ is the closeness to same-caste leaders.
Appendix C. Alternative Models: Existing Models in the Literature

In this section we describe several alternative models, and emphasize why they fail to generate the patterns in our data. The goal is to provide the reader with a perspective as to why the our model is new and why insights from existing models are insufficient. Of course, this is not an exhaustive list of the large number of models in the literature, but are representative of the types of models that would be natural candidates for this application.

In what follows, we take the setup of Section 4.5 to work through these models. We study four specific alternatives.

The first two involve exogenous random matching and mutual consent. These are analogous to the type of models studied by Jackson and Watts (2002); Christakis, Fowler, Imbens, and Kalyanaraman (2010b); Mele (2017), albeit presented in a much more simplified manner for clarity of argument.

First, Section C.1, presents the case when links are historically given but may break as a result of a shock, such as the introduction of microfinance. New links are however slow to form and in the short run the dominant effect of shock is that links break (in the longer run new links presumably form). This is as in Jackson et al. (2012). The second model takes on the opposite extreme case where links get renewed every period from scratch. So in section C.2, we imagine an exogenous set of unlinked individuals who form new links, with random matching opportunities and mutual consent for link formation.

The third model, presented in Section C.3, returns to the case where links are easy to break but slow to form, but focuses on triads rather than pairs. This introduces the idea of support—the that the presence of one link may help sustain other links involving some of the same set of people (Jackson et al., 2012).

Despite their very different perspectives, these three models all point to similar conclusions: that the number of $HL$ links should go down in microfinance villages, while the number of $LL$ links should stay the same or, if it does decline, should decline less than mixed link types. Further $LLL$ triads should decline less than $LLH$ or $LHH$.

The fourth model, presented in Section C.4, returns to the setup where networks essentially re-form every period, but now introduces “directed search”. With directed search, agents are free to choose which other types of agents they want to link with. In such a model, we find that while $HL$ links should decline in microfinance villages, $LL$ links should certainly increase. This fits with the main strand of the network formation literature (e.g., Jackson and Wolinsky (1996); Dutta and Mutuswami (1997); Bala and Goyal (2000); Currarini and Morelli (2000); Jackson and Van den Nouweland (2005); Bloch, Genicot, and Ray (2008); Herings, Mauleon, and Vannetelbosch (2009); Jackson, Rodriguez-Barraquer, and Tan (2012); Boucher (2015)...).
Taken together, these four perspectives, which take either exogenous or directed search, with mutual consent and possibly support, cannot generate patterns consistent with the data.

C.1. **The impact on pre-existing links.** The first model takes the view that villagers are in a pre-existing network, and while links are easy to break, forming new links can be very slow and thus not on the same time-scale. We start from a setting where we take these network connections as given before the arrival of microcredit. Where microcredit arrives, people have the choice of continuing or breaking off those relationships and breaking is unilateral (consistent with mutual consent models). In control villages we assume that nothing changes.

Let us write that the payoff to node $i$ of type $\theta_i$ of being linked to $j$ of type $\theta_j$ is given by

$$\alpha_{\theta_i} \beta_{\theta_j} r + \beta_{\theta_i} \alpha_{\theta_j} b - \epsilon_{ij},$$

where $G$ is the CDF of $\epsilon$, a mean-zero random variable, so as before the expected value is

$$v_{\theta\theta'} = \alpha_{\theta} \beta_{\theta'} r + \beta_{\theta} \alpha_{\theta'} b.$$

What is the effect on the number of relationships of each type: $HH$, $LH$, and $LL$? Clearly the number of $HH$ relations goes down and the number of $LL$ relationships should be unchanged. The number of $HL$ relationships however depends on both the willingness of the $H$ to partner with an $L$, which has gone down and the willingness of an $L$ to partner with an $H$, which might have gone up. The number of $LH$ pairs in MF villages given by

$$G(v_{HL} + \Delta v_{HL}) \cdot G(v_{LH} + \Delta v_{LH})$$

compared to

$$G(v_{HL}) \cdot G(v_{LH})$$

in non-MF villages. For relatively small changes in the value of the relationships the difference in the number of $HL$ pairs can be written as

$$G'(v_{HL})\Delta v_{HL} + G'(v_{LH})\Delta v_{LH} = G'(v_{HL})[\Delta v_{HL} + \Delta v_{LH}]
= (\alpha_H \Delta \beta_H + \beta_H \Delta \alpha_H)(r + b) < 0.$$ 

The last inequality follows from the fact that if relending is small relative to the change in appetite for borrowing (as is the case in the empirical literature), then $\Delta_{HH} < 0$ which is the same condition as above.

Therefore the number of $HL$ relations must also fall. Only the number $LL$ relationships do not go down when MF arrives.

**Claim 1.** Starting with a given set of links, the introduction of microfinance should

(1) reduce $HH$ links,
(2) reduce LH links,
(3) leave LL links unchanged,
(4) and the total number of links should decline and be less than in non-microfinance villages.

C.2. Introducing link formation. We now turn to a model at the other extreme: there is no persistence in links whatsoever, so the network is essentially re-formed every period. Thus we can consider the formation of new links from an unmatched population.

As before the pairs are formed if both parties want the link, which happens with probability \( G(v_{\theta \theta}) \cdot G(v_{\bar{\theta} \theta}) \) for a \( \theta \bar{\theta} \) link. From above, the fraction of new HH and LH links should go down in microfinance villages but that of new LL links should remain the same.

Claim 2. If new links are formed by randomly matching, the introduction of microfinance should
(1) reduce new HH links,
(2) reduce new LH links,
(3) leave new LL links unchanged,
(4) and the total number of new links should be less than in non-microfinance villages.

C.3. A model with supported links. Our third model again takes the perspective that links are easy to break but slow to form, but in this case we focus on the value of a link being supported in the sense of Jackson et al. (2012). This model builds a natural connection between what happens to the Hs (who are directly affected by microcredit) and what happens to Ls. An LL link can break because it is no longer supported by an H. However for reasons that will become clear it cannot explain the patterns we observe in the data.

C.3.1. Payoffs. We start with a set of HH, LH, and LL links. However some of these links also support each other in the sense that some are part of HHH, LHH, LLH, or LLL triangles. We assume that no one has more than two links, to keep the problem manageable. We assume that the payoff to \( i \) from the links between \( i \) (a type \( \theta \)) and \( j \) (a type \( \bar{\theta} \)) that is supported by \( k \) (a type \( \theta' \)) is given by

\[
W_{ijk}(\theta, \bar{\theta}|\theta') = v_{\theta \bar{\theta}} + \max\{\varepsilon_{ij}, \varepsilon_{ik}\}
\]

where \( v_{\theta \bar{\theta}} \) is defined as in Section 4 and \( \varepsilon_{ij} \) and \( \varepsilon_{ik} \) are drawn, as before, i.i.d. from a distribution \( G \).

This formulation makes sense in a world where there is no crowd-out in borrowing or lending – when an agent is in the borrowing state he gets twice the benefit \( b \) if he can borrow
from two sources and when he is in the lending state he gets twice the benefit \( r \) if he can lend to two people. The modeling of the relationship specific utility term captures the intuition that when three people are hanging out together, the effect of the relationship to each of them depends on its best parts from their point of view.

When the relation is not supported, i.e., there is either just one pair or there is a potential triad but not all 3 pairs are connected, the payoff from it is, as before

\[
W_{ij}(\theta, \tilde{\theta}|\emptyset) = v_{\theta\theta} + \varepsilon_{ij}
\]

where the \( \varepsilon_{ij} \) is drawn, as before, i.i.d. from a distribution \( G \).

C.3.2. Analysis of the model. The decision to be made is simple: whether to stay linked. However starting from a trilateral relationship there are potentially multiple equilibria: \( i \) might leave because she expects \( k \) to leave and vice versa. To reduce the number of cases, assume that the equilibrium selection rule is always to choose the triad equilibrium if it existed in the pre-period and is still an equilibrium. In other words, each participant of triad only checks whether they want to stay in the relationship if the other two members of the triad were to stay. If the triad is no longer an equilibrium then each pair in the erstwhile triad independently decides whether or not to stay together as a pair (and clearly at least one will not) and the equilibrium is unique.

Clearly some of the \( H \)s who are in a triad and have access to microfinance will want to break at least one link since both \( v_{HH} \) and \( v_{HL} \) decline. Once this is taken as given, the value of each remaining relationship goes down at least weakly and in some fraction of cases those relationships will also break up because they were sustained by the higher \( \varepsilon \) associated with the triad. The only triads that will unaffected are the LLL triads. All other types of triads will break up more in MF villages than in non-MF villages. It is also easy to see that LHH triads are more likely to break up than LLH triads with microfinance, simply because the LH links are the vulnerable points.

This model can explain why lots of pre-existing LL links break up in MF villages. The argument would be that most of these links were part of a triad with an \( H \) and the \( H \) has less incentive to continue in the triad. It does however suggest that less LL links should break up than LH links, since under this theory LL links only break up because an LH links that sustained that LL relationship broke up.

Claim 3. In the model with supported links, when microfinance is introduced,

1. LL decline but LH should decline by more,
2. LHHs are more likely to decline than LLHs which are more likely to decline than LLLs.
C.3.3. *Simulation.* To make this transparent, we present a simulation exercise. We look at networks of size $n = 300$. We set the payoff parameters $r = 0.1$, $b = 1$, and $\alpha_H = \alpha_L = \beta_H = \beta_L = 1/3$. We set $\alpha'_{H} = 1.45 \alpha_H$ and we will vary the needing to borrow probability under microfinance, $\beta'_{H} \in \{0.25, 0.3, \ldots, 0.65\}$ for the simulations. Under these parameters we have $v_{HH}$, $v_{HL}$, $v_{LH}$, and $v_{LL}$ satisfying the assumptions maintained throughout this paper, described in Section 4. We let $G(\varepsilon) = \mathcal{N}(0, 1/100)$ and let half the population be $H$ and the other half be $L$.

We repeat 100 simulations of the following procedure. We seed the graph by connecting collections of mutually exclusive sets of three nodes at random. We then draw $\varepsilon_{ij}$ and compute an equilibrium network under no-MF payoffs and an equilibrium network under MF payoffs, holding fixed the seed and the shocks as above. Specifically, any triangle that exists initially and for which it is still an equilibrium under the shocks and payoff parameters to maintain are maintained. If not, then constituent links are checked. A resulting equilibrium graph holding fixed seeds and shocks can be computed for each simulation draw under both non-MF and MF payoffs.

Figure C.1 presents the results. We plot the change in the number of links (and the change in the number of triangles) comparing MF networks to non-MF networks. We see that MF networks uniformly lead to a decline in every link and triangle type. Furthermore, the gap between the models declines the closer $\beta'_{H}$ is to $\beta_{H}$. Nonetheless, what is striking is that $LL$ links drop much less than its counterparts $HH$ and $LH$, as do $LLL$ triangles compared to $HHH$, $LLH$ and $LHH$.

C.3.4. *Summary so far.* The simple models discussed so far with or without the idea of support all point to the same conclusion: that the number of $LH$ and $HH$ links should go down faster in MF villages than the number of $LL$ links. There is however one additional factor, ignored so far, which might makes the effect on the number of $HH$ links in MF villages potentially ambiguous. This is the fact that microfinance itself promotes connections between group members, who will tend to be $H$s (Feigenberg et al., 2013).

In addition, when we think of triads rather than pairs, our final model predicts that $LLL$ triangles should be less likely to break apart in microfinance villages than $LHH$ or $LLH$ triangles. Because our data shows that $LL$ links break the fastest (or at least faster than $HH$) and $LLL$ triangles break the fastest (significantly more than mixed triads or $HHH$ triads), none of these models can explain the data.

C.4. *A model of directed search.* Let us take the set up of the model where networks essentially re-form every period, but now introduce directed search. Instead of matching randomly, we now assume that each agent can select the population within which they will match. Once they observe who they are matched to, which happens randomly within
the group, they get to decide whether they will actually form a link. Link formation is unilateral. There are three possible populations: \( HH \) (i.e., just \( Hs \)), \( LL \) (i.e., just \( Ls \)), and \( LH \) (i.e., mixed, with the fractions endogenously determined). Within the \( HH \) and \( LL \) groups everyone will get matched (assuming even numbers). Within the \( HL \) group the outcomes depend on the fraction of the two types, but we assume that the maximum possible number of matches are formed.

In this model there are spillovers from the decisions of the \( Hs \) on the decisions of the \( Ls \). If \( Hs \) decide to stop matching with the \( Ls \), then \( Ls \) might be forced to change their matching
habits. However for reasons that will become clear, this model does not deliver the desired patterns.

In non-MF villages we have assumed that the payoffs for $H$s and $L$s are identical and therefore there are many possible equilibria. However in all the equilibria the shares of $H$ and $L$ types in the $LH$ group must be the same.

In MF villages, observe that

$$v_{HL} \neq v_{HH} = -H - H_b + -H - H_r \neq ( -H - H + -H - H_r) (r + b) = -H - C - H - H_r + -H - H_b D.$$

This leaves us with two possibilities. Either $-H - H_r + -H - H_b > 0$ or not. Assume the expression is positive. Since we started from a situation where $v_{HL} = v_{HH} = v_{LL}$, the condition implies that in MF villages $v_{HH} > v_{HL}$. Therefore all $H$s will chose the $HH$ option. Paradoxically the same condition also tells us that $\Delta v_{LH} > 0$, so in MF villages $v_{LL} < v_{LH}$. An $L$ will prefer to be matched with an $H$. However the probability of being matched with an $H$ is zero for an $L$, since all $H$s will choose the $HH$ option. Therefore all $L$s will choose the $LL$ option.

Or second, $-H - H_r + -H - H_b < 0$. In this case $H$s will want to match with $L$s but not the other way around. Therefore once again we will see full homophily. The fraction of both the $HH$ and $LL$ populations will go up and that of $HL$ will go down in both cases. However in both cases the value of $HH$ links has gone down ($\Delta v_{HH} < 0$), while that of $LL$ links is unchanged. Therefore the fraction of $HH$ links actually formed may go up or down. The fraction of $LL$ links should go up. However in the population as a whole, the $LH$ population turns into $HH$s and $LL$s in MF villages. Randomly formed $LL$ pairs out of this population have the same probability of turning into an actual link as randomly formed $LH$ pairs, but randomly formed $HH$ pairs have lower chance of turning into an actual link. The total number of realized links should therefore be lower in MF villages.

This example is extreme but it captures a robust intuition. If microfinance makes $L$s want to pair with $H$s rather than with $L$s it also makes $H$s want to pair with $H$s, and vice versa, which is why there are no $LH$ pairs in MF villages.

**Claim 4.** If new links are formed by directed matching, the introduction of microfinance should

1. either reduce or increase new $HH$ links,
2. reduce new $LH$ links,
3. increase new $LL$ links,
4. and the total number of new links should be less than in non-microfinance villages.
We can see from the result that directed search will be inconsistent with the data namely because the effect on $LL$ should be to increase, not decrease their presence, whereas the number of $LH$ links will go down. Therefore, endogenous matching must generate spillovers in another way.