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Monetary policy is 98 percent talk and only two percent action.

Bernanke, 2015

1 Introduction

Forward guidance, the art of managing expectations, is rarely comprehensive. For example, even if the central bank can shape expectations about future interest rates, it remains up to the market to predict the consequences for GDP or unemployment. Under what circumstances, we ask, is it better to do the opposite, promising to do “whatever it takes” to achieve a target for the outcome of interest and leaving the market to ponder what policy will support this target?

We study how the answer to this question depends on the possibility that agents make mistakes in reasoning about the behavior of others and the equilibrium effects of the policy. Such mistakes are assumed away in the textbook policy paradigm via strong assumptions about agents’ depth of knowledge and rationality. We allow such mistakes to exist and shed light on how the policymaker can mitigate them via the choice and communication of an appropriate policy plan.

We work with an abstract framework, bypassing the micro-foundations of specific applications and focusing on the key concepts. Our main result is a sharp dependence of the optimal strategy on “GE considerations,” or the feedback between aggregate outcomes and individual behavior. Offering guidance in the form of a target for the outcome instead of a value for the instrument is optimal if and only if this feedback is sufficiently high, as in situations with a strong aggregate demand externality, a steep Keynesian cross, or a prolonged liquidity trap.

Framework. The following example, nested in our abstract framework, helps fix ideas. There are many firms (the agents) whose investment determines aggregate output (the targeted outcome). The latter feeds into the returns of each firm due to an aggregate demand externality (the GE feedback). A policymaker controls a future subsidy (the policy instrument), which can influence investment and output. A more topical application recasts the firms as consumers during a liquidity trap, the policy instrument as the interest rate set by the central bank upon exit from the trap, and the GE feedback as the Keynesian income-spending multiplier.

Unlike in Morris and Shin (2002) and a large follow-up literature, policy communications in our setting contain no relevant information about the exogenous payoffs of the agents. They only state the policymaker’s chosen plan of action. Communication is nevertheless necessary because agents do not a priori know what the policymaker plans to do—they need “forward guidance.”

The policymaker chooses between two forms of such guidance. In the first, she announces, and commits to, a value for the policy instrument (the subsidy or the interest rate). In the second, she does the same with a target for the relevant outcome (aggregate output). We refer to the former strategy as instrument communication and to the latter one as target communication.

---

This approach equates each form of communication with a commitment to a policy plan. But whereas the literature has been concerned primarily with robustness to fundamental uncertainty (Poole, 1970) and commitment problems (Atkeson, Chari and Kehoe, 2007), our analysis shifts the focus to how agents reason about the behavior of others and the GE effects of policy.

A rational expectations benchmark and beyond. Like the textbook policy paradigm, our benchmark assumes a representative, rational-expectations agent and predicts that the form of forward guidance is irrelevant: the implementable combinations of policy and outcome are invariant to the policymaker’s choice between the aforementioned two strategies. This irrelevance depends, not only on the assumption that the typical agent is herself rational and aware of the policy communication, but also on the assumption that such rationality and awareness is common knowledge (“I know that you know...”).

We focus on relaxing of the second, stronger assumption. This operationalizes the idea that agents imperfectly reason about the behavior of others and, by extension, the GE effects of policy. The friction is taken for granted; the question is whether and how the policymaker can work around it.

Anchored beliefs. Our main specification lets agents doubt the attentiveness or the awareness of others. This amounts to removing common knowledge of the announced policy plan while preserving every agent’s own knowledge of it. It isolates the kind of anchored higher-order beliefs previously documented in common-prior settings (e.g., Abreu and Brunnermeier, 2003; Morris and Shin, 1998, 2002; Woodford, 2003) from inattention or the friction in first-order beliefs, and recasts the relevant property of higher-order beliefs as a structured departure from rational expectations. A variant specification lets this departure take the form of Level-k Thinking (Nagel, 1995; Stahl, 1993).

Both of these specifications capture essentially the same friction: they anchor the expected responses of others to policy communications. In the first, an agent expects others to respond less than in our frictionless benchmark because he worries that others may be inattentive to policy communications. In the second, the same expectation is justified by the agent’s limited depth of reasoning, or by her belief that others are less sophisticated than herself. The available evidence is inconclusive on which interpretation is most relevant, but it generally supports the existence of such a friction.

Main results. Our take-home lesson is that, in the presence of the aforementioned friction, offering guidance in terms of targets rather than instruments is preferable when and only when the GE feedback is sufficiently strong. This lesson builds on two more elementary insights, which we explain next.

Our first insight regards the implementability constraint faced by the policymaker, namely the equilibrium relation between the instrument and the outcome. This relation is invariant to the form of forward guidance in our rational-expectations benchmark but not away from it.

With instrument communication, the agents play a game of strategic complementarity and the belief friction produces attenuation: when an agent expects the others to invest or spend less in response to the announcement, she responds less herself. As a result, the implementability constraint is steeper than its frictionless counterpart. A larger change in subsidies or interest rates is needed in order to induce the same change in output.
With target communication, everything flips. Conditional on an announced GDP target, a firm that expects a higher aggregate investment also expects a lower required subsidy to that target, which reduces the incentive to invest; similarly, a household that expects higher aggregate spending also expects a higher interest rate, which reduces the incentive to consume. Agents now play a game of strategic substitutability, in which the same belief friction produces amplification. As a result, the implementability constraint is “flattened.”

Our second insight relates to the interaction between the form of forward guidance and the underlying GE mechanism. On the one hand, the form of forward guidance regulates which object the agents have to forecast or reason about: fixing a value for the instrument burdens the agents with the task of predicting the outcome, setting a sharp target for the latter lets them ponder what the requisite policy will be. On the other hand, the GE feedback regulates which of these two objects is relatively more important in shaping actual behavior. When this feedback is weak, agents care relatively more about subsidies or interest rates; when it is strong, they care more about aggregate demand.

Combining these observations, we reach the following result: when the GE effect is weak, the bite of the belief friction on implementability is minimized by promising to fix a certain value for the policy instrument; when the GE effect is strong, the same goal is accomplished by promising to meet a certain target for aggregate output. Provided the policymaker wishes to minimize the bite of the friction, this naturally leads to the take-home lesson stated above: target communication is the best means for managing expectations if and only if the GE effect is sufficiently strong.

**Monetary policy.** A recent literature has studied the implications of the assumed friction for monetary policy under the restriction that forward guidance takes the form of a commitment on the policy instrument.² Our result that anchored beliefs attenuate the effectiveness of instrument communication is essentially the same as the results obtained in that literature. The main added value, then, is to show how the policymaker can bypass or even flip this friction by engaging in a different form of forward guidance, and to shed light on when she should switch from the one form to the other.

We can thus offer the following lesson for monetary policy. As the economy transitions from normal times to unconventional times (a liquidity trap), the central bank should stop talking about interest rates and instead start promising to do what “whatever it takes” to bring unemployment down. This is because a liquidity trap switches on powerful GE feedback chains between income, spending, and inflation, which in turn tilt the balance in favor of target communication.

**Broader scope.** The main insights also apply to a specification featuring erratic instead of anchored beliefs—equivalently, random mistakes instead of systematic biases. This possibility is captured by adding shocks to higher-order beliefs,³ but can also be recast by adding shocks to the agents’ sophistication. The policy recommendation remains the same because the form of forward guidance


regulates the bite of higher-order beliefs or limited depth of reasoning regardless of the resulting distortion’s volatility and predictability.

This insight also extends to more sophisticated forms of forward guidance, such as when the policymaker promises to link the instrument and the outcome via a rule. Although such strategies may be less practical or harder to communicate in certain contexts, their consideration helps illustrate how our analysis offers a new perspective on policy rules more broadly.

Finally, our conclusions are robust to the introduction of measurement error in the policymaker’s observation of the outcome, trembles in her control of the instrument, and other shocks that affect payoffs but not the agents’ reasoning. These features embed in our analysis similar tradeoffs as those considered in the classics by Poole (1970) and Weitzman (1974). They influence the optimal policy, but not in a way that depends on the the belief friction and the GE interaction.

Related literature. Apart from the literature on forward guidance, which was discussed above, our paper’s most direct contributions are to the literatures on policy regimes and policy communications that follow the leads of, respectively, Poole (1970) and Morris and Shin (2002).

Poole (1970) considers how the optimal choice among different policy regimes, such as fixing the interest rate or the growth rate of money, depends on the composition of shocks to fundamentals, such as preferences and technology (or “demand” and “supply”). The same logic underlies Weitzman (1974)’s classic on “prices vs quantities;” the literature on “tariffs vs quotas” that follows his lead; the modern literature on optimal Taylor rules; and a line of work that adds time-inconsistency considerations (Atkeson, Chari and Kehoe, 2007). Our paper highlights a novel issue: how different policy regimes can regulate the impact of any mistakes agents make in reasoning about equilibrium.

Consider next the literature spurred by Morris and Shin (2002), such as Amador and Weill (2010), Angeletos and Pavan (2007), Chahrour (2014), Cornand and Heinemann (2008), James and Lawler (2011), and Myatt and Wallace (2012). We share this literature’s emphasis on higher-order beliefs but, as already alluded to, change the meaning of policy communication. In this literature, policy communication means revelation of information about an exogenous shock to the agents’ payoffs, holding constant their strategic interaction. In our paper, it means regulation of that interaction, and thereby of the bite of higher-order beliefs or bounded rationality, via commitment to a policy plan. Furthermore, as explained later on, in our setting the revelation of the exogenous shock per se is both irrelevant and ineffective; what matters is only the communication of the policymaker’s choice.4

Angeletos and Pavan (2009) and Cornand and Heinemann (2015) lie in the middle ground between the above literature and our paper. Angeletos and Pavan (2009) allow a policymaker to regulate the agent’s strategic interaction but maintain rational expectations and focus, instead, on how such regulation influences the use and the aggregation of information. Cornand and Heinemann (2015) allow bounded rationality but abstract from policy and focus, instead, on how bounded rationality influences the use and the social value of information. Related is also Bergemann and Morris (2016),

---

4The same basic points also distinguish our paper from the literature on Bayesian persuasion and information design (Bergemann and Morris, 2013, 2018; Kamenica and Gentzkow, 2011; Inostroza and Pavan, 2018).
who study the robustness of a mechanism to the designer’s uncertainty about the players’ information. Our exercise, instead, represents a form of robustness to the players’ bounded rationality.

The relaxation of rational expectations separates our paper more broadly from a large literature in macroeconomics and finance that studies the role of incomplete information and higher-order uncertainty without such a relaxation. As explained in Subsection 8.2, this allows us to decouple the friction in higher-order beliefs (which, for our purposes, is synonymous to the imperfection in the agents’ reasoning about the GE effects of policy) from inattention or any other friction in first-order beliefs. Such decoupling is not only consistent with our paper’s motivation, but also the key to its results. At the same time, the emphasis on higher-order beliefs and the specific policy insights thus delivered distinguish our contribution from a long tradition that studies other aspects of relaxing rational expectations in macroeconomics. ^5

**Layout.** Section 2 introduces our framework. Section 3 studies our rational-expectations benchmark. Section 4 lays down the foundations of the subsequent analysis. Section 5 contains our main specification, anchored higher-order beliefs. Section 6 considers the variant with Level-k Thinking. Section 7 considers the variant with erratic beliefs. Section 8 discusses the application to monetary policy and the robustness to various other considerations. Section 9 concludes.

### 2 Framework

In this section we introduce the physical environment, the incentives of the private agents, the objective of the policymaker, and the timing of actions. We postpone, however, the specification of how agents form expectations (i.e., how they reason about the behavior of others) until later.

**Structure.** The economy is populated by a continuum of private agents, indexed by $i \in [0, 1]$, and a policymaker. Each private agent chooses an action $k_i \in \mathbb{R}$. The policymaker controls a policy instrument $\tau \in \mathbb{R}$ and is interested in manipulating an aggregate outcome $Y \in \mathbb{R}$.

The aggregate outcome is related to the policy instrument and the behavior of the agents as follows:

$$ Y = (1 - \alpha)\tau + \alpha K $$

(1)

where $K \equiv \int k_i \, di$ is the average action of the private agents and $\alpha \in (0, 1)$ is a fixed parameter. This parameter controls how much of the effect of the policy instrument $\tau$ on the outcome $Y$ is direct, or mechanical, rather than channeled through the endogenous response of $K$.

The behavior of the private agents, in turn, is governed by the following best responses:

$$ k_i = (1 - \gamma)E_i[\tau] + \gamma E_i[Y] $$

(2)

where $E_i$ denotes the subjective expectation of agent $i$ and $\gamma \in (0, 1)$ is a fixed parameter. Depending on assumptions made later on, the operator $E_i$ may or may not be consistent with Rational Expectations

---

^5E.g., Sargent (1993); Evans and Honkapohja (2001); Hansen and Sargent (2007); Woodford (2013)
Equilibrium (REE). The parameter $\gamma$ controls how much private incentives depend on expectations of the aggregate outcome, which in turn depends on the behavior of others.

**Key features and interpretation.** Our framework stylizes three features likely shared by many applications. First, individual decisions depend on two kinds of expectations: the expectations of a policy instrument, such as a tax or the interest rate set by the central bank, and the expectations of an aggregate outcome, such as aggregate output. Second, the realized aggregate outcome depends on the realized aggregate behavior. And third, the policy instrument has a direct effect on the aggregate outcome even if we hold constant the decisions under consideration.

The first two assumptions capture the interdependence of economic decisions such as firm investment and consumer spending. In macroeconomics, this interdependence typically reflects general-equilibrium (GE) interactions. Accordingly, the parameter $\gamma$, which plays a crucial role in the subsequent analysis, may be interpreted as a measure of the strength of the GE interaction. The third assumption and the parameter $\alpha$, on the other hand, play a more mechanical function. Had $1 - \alpha$ been zero, the policymaker could not possibly commit to a specific target for $Y$ “no matter what” (i.e., regardless of $K$). Letting $\alpha < 1$ makes sure that such a commitment is viable.

**A micro-foundation.** To fix ideas, we now show how to nest a stylized but micro-founded economy, in which $K$ represents investment, $\tau$ represents a subsidy, and the GE feedback emerges from an aggregate demand externality.

There are three periods, $t \in \{0, 1, 2\}$; a continuum of firms or entrepreneurs, $i \in [0, 1]$, who choose investment at $t = 1$; and a policymaker, who can subsidize production at $t = 2$. Two additional agents, a competitive final-good firm and a competitive worker, serve only auxiliary roles.

The first period, $t = 0$, identifies the moment when the policymaker announces and commits to a policy plan. No other decision takes place at this moment. At $t = 1$, each entrepreneur $i$ is endowed with a unit of a good that can either be consumed or invested in the form of differentiated capital good, $x_i$. At $t = 2$, the entrepreneur sells his capital to the final-good firm at price $p_i$ and consumes the profits. His budget is therefore given by $c_{i,1} + x_i = 1$ at $t = 1$ and by $c_{i,2} = p_i x_i$ at $t = 2$, where $c_{i,t}$ denotes consumption in period $t$. His lifetime utility is $u_i = c_{i,1} + c_{i,2}$.

The final-good firm operates at $t = 2$. Its output is given by $Q = X N^{1-\eta}$ and its revenue by $(1 - \tau)Q - w N - \int p_i x_i di$, where $r$ is the rate of taxation, $X \equiv (\int x_i^{1-\rho} di)^{1/1-\rho}$ is a CES (constant elasticity of substitution) aggregator of the differentiated capital goods, $N$ is the labor input supplied by the worker, and $\rho \in [0, 1]$ and $\eta \in [0, 1]$ parametrize, respectively, the elasticity of substitution of the differentiated inputs and the income share of capital. Finally, the worker lives, works, and consumes only in period $t = 2$ and has utility $v = w N - \frac{1}{1+\phi} N^{1+\phi}$, where $w$ is the real wage and $\phi > 0$ parameterizes the Frisch elasticity.

A log-linear approximation of this economy is directly nested to our abstract framework. The detailed derivations can be found in Appendix B. Here, we sketch the main argument. This uses the
following transformations of variables:

\[ k_i \equiv \frac{1+\eta\phi}{1+\phi} (\log x_i - \log \bar{x}), \quad \tau \equiv \frac{1+\eta\phi}{\phi(1-\eta)} \log(1 - r), \quad \text{and} \quad Y \equiv \log Q - \log \bar{Q}. \]

where \( \bar{x} \) and \( \bar{Q} \) are constants (essentially the “steady-state” quantities corresponding to \( r = 0 \)).

Consider the determination of aggregate output at \( t = 2 \). Impose optimality for the final-good firm and the worker, plus market clearing. Aggregate output can then be expressed as in (1), namely

\[ Y = (1 - \alpha) \tau + \alpha K, \]

with \( \alpha \equiv \eta \left( \frac{(1+\phi)^2}{(1+\phi)(1+\eta\phi)} \right) \in [0, 1] \). The first term captures the effect of the subsidy on labor supply and thereby on output. The second captures the role of capital in production.

Consider next the investment decisions of the entrepreneurs at \( t = 1 \). Impose optimality and knowledge of the structure of the economy, but not necessarily rational expectations. The optimal investment decision of entrepreneur \( i \) can then be expressed as in (2), namely

\[ k_i = (1 - \gamma) E_i[\tau] + \gamma E_i[Y]. \tag{3} \]

with \( \gamma \equiv \frac{(1+\eta\phi)(\eta\rho + \phi(\eta + \rho - 1))}{\eta\rho(1+\phi)^2} < 1 \). The first term captures the direct or PE effect of the subsidy on investment. The second term combines two GE effects. On the one hand, because of the aggregate-demand externality, higher aggregate output raises the individual return to investment for given wages and given \( \tau \). On the other hand, higher aggregate output boosts aggregate labor demand, raises wages, and lowers the return on capital. The sign of \( \gamma \) depends on the relative strength of these GE channels. We assume the aggregate-demand externality is sufficiently strong for \( \gamma > 0 \).\(^6\)

The derivation of condition (3) does not require rational expectations: it holds for possibly arbitrary subjective beliefs about \( \tau \) and \( Y \). Also, changing the deep parameter \( \rho \), which controls the aggregate-demand externality, varies the reduced-form parameter \( \gamma \) while keeping constant \( \alpha \). This micro-foundation therefore justifies the interpretation of the comparative static in \( \gamma \) for fixed \( \alpha \) in our abstract framework as variation in the “underlying GE feedback.”

**An application to monetary policy.** In Appendix B, we also show how to nest a simple model of a central bank’s forward guidance during a liquidity trap. In this context, \( K \) corresponds to consumer spending during the trap, \( \tau \) corresponds to the negative of the interest rate upon exiting the trap, \( Y \) corresponds to a measure of aggregate economic activity during and right after the liquidity trap, and GE feedback derives from the Keynesian cross: for a given interest rate, a consumer plans to spend more when she expects others to spend more.\(^7\)

\(^6\)The alternative possibility, in which the combined GE effect turns negative (\( \gamma < 0 \)), is discussed in Appendix G. Although some of the results and intuitions have to be modified in this case, the take-home message remains largely the same.

\(^7\)Appendix B abstracts from the inflation-spending feedback, which intensifies the GE feedback, and takes a few other short-cuts in order to nest the exercise into our stylized framework. Angeletos and Lian (2018) show how to represent the complete, textbook version of the New Keynesian model as a dynamic game that shares the backbone of our framework but adds rich dynamics, from which our analysis abstracts. Farhi and Werning (2019), on the other hand, show that liquidity constraints can further intensify the GE feedback.
Policy objective. We now return to the abstract setting. The policymaker minimizes the rational expectation of the following loss function:

\[ L = L(\tau, Y, \theta) \equiv (1 - \chi)(\tau - \theta)^2 + \chi(Y - \theta)^2. \]  

(4)

where \( \chi \in (0, 1) \) is a fixed scalar and \( \theta \) is a zero-mean random variable that represents the policymaker’s ideal or first-best combination of the instrument and the outcome.

The micro-foundations of this objective are left outside the analysis. The main insights regarding the bite of bounded rationality on implementability and the regulation of this bite by the form of forward guidance do not depend at all on the specification of the policymaker’s objective. The adopted specification only sharpens the normative exercise by letting the policymaker attain her first best (zero loss) in the rational-expectations benchmark studied in the next section.

The realization of \( \theta \) is observed by the policymaker but not by the private agents. Because we assume full commitment, this does not introduce incentive problems. And because \( \theta \) does not enter conditions (1) and (2), the agents do not care to know \( \theta \) per se; they only care to know what the policymaker plans to do and how this may affect the behavior of others. As anticipated in the Introduction, the sole purpose of letting \( \theta \) be random and unobserved to the agents is therefore to motivate why the agents do not a priori know what the policymaker will do—they need “forward guidance.”

Timing. There are three stages, or periods, which are described below:

0. The policymaker observes \( \theta \) and, conditional on that, chooses whether to engage in “instrument communication,” namely announce a value \( \hat{\tau} \) for policy instrument, or “target communication,” namely announce a target \( \hat{Y} \) for the outcome.

1. Each agent \( i \) chooses \( k_i \).

2. \( K \) is observed by the policymaker and \((\tau, Y)\) are determined as follows. In the case of instrument communication, \( \tau = \hat{\tau} \) and \( Y \) is given by condition (1). In the case of target communication, \( Y = \hat{Y} \) and \( \tau \) is adjusted so that condition (1) holds with \( Y = \hat{Y} \).

This structure embeds the assumption that the policymaker always honors in stage 2 any promise made in stage 0. Different communications are therefore equated to different commitments: instrument communication means forward guidance in the form of a commitment to a value for \( \tau \) and, similarly, target communication means forward guidance in the form of a commitment to a target for \( Y \). However, the choice between these two strategies has nothing to do with time-inconsistency considerations, because commitment is full. As it will become clear in the sequel, this choice only has to do with the management of the expectations agents form in stage 2 about the behavior of others.

3 A Rational Expectations Benchmark

In this section, we explain why the policy choice we are interested in is irrelevant in a benchmark that, like the textbook policy paradigm, imposes a representative agent who knows the structure of
the economy, observes the policy announcement, and forms rational expectations.⁸

In this benchmark, \( E_i[\tau] = E[\tau | \tilde{X}] \) for all \( i \), where \( E[\tau | \tilde{X}] \) is the rational expectation conditional on announcement \( \tilde{X} \), with \( X \in \{\tau, Y\} \) depending on the mode of communication. As a result, \( k_i = K \) for all \( i \) and condition (2) reduces to the following condition, which describes the optimal behavior of the representative agent:

\[
K = (1 - \gamma)E[\tau | \tilde{X}] + \alpha E[Y | \tilde{X}].
\]  

(5)

We can thus define the sets of the combinations of the policy instrument, \( \tau \), and the outcome, \( Y \), that can be implemented under each form of forward guidance as follows.

**Definition 1.** A pair \((\tau, Y)\) is implementable under instrument [respectively, target] communication if there is an announcement \( \tilde{\tau} \) [respectively, \( \tilde{Y} \)] and an action \( K \) for the representative agent such that conditions (1) and (5) are satisfied, expectations are rational, and \( \tau = \tilde{\tau} \) [respectively, \( Y = \tilde{Y} \)].

This definition embeds Rational Expectations Equilibrium (REE). In the subsequent sections, we will revisit implementability under different solution concepts. In the rest of this section, we formulate and solve the policymaker’s problem in a manner that parallels the analysis in the subsequent sections.

Denote with \( A^* \) and \( A^*_Y \) the sets of \((\tau, Y)\) that are implementable under, respectively, instrument and target communication. The policymaker’s problem can then be expressed as follows:

\[
\min_{A \in \{A^*, A^*_Y\}, \,(\tau, Y) \in A} E[L(\tau, Y, \theta)]
\]

(6)

The choice \( A \in \{A^*, A^*_Y\} \) captures the choice of the optimal mode of communication (instrument vs target). The choice \((\tau, Y) \in A \) captures the optimal choice of the pair \((\tau, Y)\) taking as given the mode of communication. Both of these choices are conditional on \( \theta \).

We now proceed to show that \( A^* = A^*_Y \). Using condition (1) to compute \( E[Y] \) and noting that \( E[K] = K \) (the representative agent knows his own action), we can restate condition (5) as

\[
K = (1 - \alpha \gamma)E[\tau | \tilde{X}] + \alpha \gamma K
\]

Since \( \alpha \gamma \neq 1 \), this implies that, in any REE,

\[
K = E[\tau | \tilde{X}], \quad Y = (1 - \alpha)\tau + \alpha E[\tau | \tilde{X}] \quad \text{and} \quad E[Y | \tilde{X}] = E[X | \tilde{X}] = K
\]

These properties hold regardless of the mode of communication. With instrument communication, we also have \( \tau = \tilde{\tau} = E[\tau | \tilde{X}] \). It follows that, for any \( \tilde{\tau} \), the REE is unique and satisfies \( K = Y = \tau = \tilde{\tau} \).

With target communication, on the other hand, we have \( Y = \tilde{Y} = E[Y | \tilde{X}] \). It follows that, for any \( \tilde{Y} \), the REE is unique and satisfies \( K = Y = \tau = \tilde{Y} \). Combining these facts, we infer that, regardless of the mode of communication, a pair \((\tau, Y)\) is implementable if and only if \( \tau = Y \).

**Proposition 1.** \( A^*_X = A^*_Y = A^* \equiv \{(\tau, Y) : \tau = Y\} \).

---

⁸This is effectively the same as imposing, in a game, complete information and Nash equilibrium.
That $A^*$ is a linear locus with slope 1 is a simplifying feature of our environment. The relevant point here is that the implementability constraint faced by the planner is invariant to the form of forward guidance,\footnote{This invariance mirrors the equivalence of the “dual” and “primal” approaches in the Ramsey literature (Chari and Kehoe, 1999): in our setting, $A^*_\tau$ corresponds to the primal problem, where the planner chooses instruments, and $A^*_Y$ corresponds to the dual, where she chooses allocations.} which in turn implies the following.

**Proposition 2.** The policymaker attains her first best ($L = 0$) by announcing $\hat{\tau} = \theta$, as well as by announcing $\hat{Y} = \theta$. The optimal form of forward guidance is therefore indeterminate.

In fact, the first best is attained even if the policymaker only announces the shock $\theta$ itself, as opposed to announcing a policy plan. For, once $\theta$ is known, every agent can reason, without the slightest grain of doubt and without any chance of error, that all other agents will play $K = \theta$ and that the policymaker will set $\tau = \theta$, in which case it is optimal for him to play $k_i = \theta$ as well.

These findings suggest where we are heading next. The rest of the paper is devoted on relaxing this kind of flawless reasoning and on understanding how this makes the form of forward guidance an effective tool for managing expectations.

## 4 Preliminaries

Any departure from rational expectations has to be done in a structured way, or else “anything goes.” In this section, we explain the common structure underlying the various departures considered in the rest of the paper. We also show how the form of forward guidance regulates the strategic interaction of the agents and thereby the effect of higher-order beliefs. We thus lay down the foundations for the analysis in the subsequent sections.

### 4.1 Rational Expectations and Common Knowledge

We start by recasting our rational-expectations benchmark as the joint of two assumptions: one regarding the agents’ own rationality and awareness; and another regarding the beliefs about others.

**Assumption 1.** Every agent is rational and attentive in the following sense: he is Bayesian (although possibly with a mis-specified prior), acts according to condition (2), understands that the outcome is determined by condition (2) and that the policymaker has full commitment and acts so as to minimize (4), and receives any message sent by the policymaker.

**Assumption 2.** The aforementioned facts are common knowledge.

**Proposition 3.** Provided $\alpha < \frac{1}{2}$, the REE benchmark studied in the previous section is equivalent to the joint of Assumptions 1 and 2.
This claim will be verified shortly, as part of the arguments developed in the rest of this section. The basic idea is that, for any policy announcement made at stage 0, the joint of Assumptions 1 and 2 yield a unique rationalizable outcome in stages 1 and 2, which coincides with the REE outcome obtained in the previous section. The restriction $\alpha < \frac{1}{2 - \gamma}$ is needed for the uniqueness of the rationalizable outcome, but not for the uniqueness of the REE and can be dispensed with for most of the applied lessons. We next discuss what Assumptions 1 and 2 mean and how they help structure the forms of “bounded rationality” considered in the rest of the paper.

Assumption 1 imposes that, for any $i$, agent $i$'s subjective beliefs and behavior satisfy the following three restrictions:

$$E_i[X] = \hat{X}, \quad E_i[Y] = (1 - \alpha)E_i[\tau] + \alpha E_i[K], \quad \text{and} \quad k_i = (1 - \gamma)\hat{E}_i[\tau] + \gamma E_i[Y],$$

(7)

where $X \in \{\tau, Y\}$ depending on the mode of communication. The first restriction follows from the agent's attentiveness to policy communications and his knowledge of the policymaker's commitment; the second follows from his knowledge of condition (1); the third repeats condition (2).

Assumption 2, in turn, imposes that agents can reason, with full confidence and no mistake, that the above restrictions extend from their own behavior and beliefs to the behavior and the beliefs of others, to the beliefs of others about the behavior and the beliefs of others, and so on, ad infinitum. It is such boundless knowledge and rationality that our frictionless benchmark and the textbook policy paradigm alike impose—and that we instead seek to relax.

This explains the approach taken in the rest of the paper: we modify Assumption 2 while maintaining Assumption 1. This aims at isolating the role of any mistakes agents make when trying to predict or reason about the behavior of others and the GE consequences of any policy plan.

With this point in mind, the rest of this section proceeds to develop two insights that hold true for any possible relaxation of Assumption 2. The first is that the form of forward guidance controls the agents' strategic interaction and, thereby, the equilibrium impact of the aforementioned kind of mistakes. The second is that such mistakes can be mapped to higher-order beliefs.

### 4.2 Forward guidance and strategic interaction

Consider first the case in which the policymaker announces, and commits on, a value $\hat{\tau}$ for the instrument. Recall that Assumption 1 yields the three restrictions given in condition (7). Under instrument communication, the first restriction becomes $E_i[\tau] = \hat{\tau}$ and the remaining two restrictions reduce to

$$k_i = (1 - \gamma)\hat{E}_i[Y] \quad \text{and} \quad E_i[Y] = (1 - \alpha)\hat{\tau} + \alpha \hat{E}_i[K].$$

The first equation highlights that, under instrument communication, agents only need to predict $Y$. The second highlights that predicting $Y$ is the same as predicting the behavior of others, or $K$. Combining them gives the following result.
Lemma 1. Let $\delta_r \equiv \alpha \gamma$. When the policymaker announces and commits to a value $\hat{\tau}$ for the instrument, agents play a game of strategic complementarity in which best responses are given by

$$k_i = (1 - \delta_r)\hat{\tau} + \delta_r E_i[K].$$

(8)

Note that the level of the best responses in this game is controlled by $\hat{\tau}$, the announced value of the policy instrument, while their slope is given by $\delta_r$. The latter encapsulates how much aggregate behavior depends on the forecasts agents form about one another’s behavior relative to the policy instrument—or, equivalently, how much aggregate investment depends on the perceived GE effect of the subsidy relative to its PE effect.\(^{10}\)

Consider now the case in which the policymaker announces a target $\hat{Y}$ for the outcome. In this case, $E_i[Y] = \hat{Y}$ and the remaining two restrictions from condition (7) can be rewritten as

$$k_i = (1 - \gamma) E_i[\tau] + \gamma \hat{Y} \quad \text{and} \quad E_i[\tau] = \frac{1}{1-\alpha} \hat{Y} - \frac{\alpha}{1-\alpha} E_i[K].$$

The first equation highlights that, under target communication, agents need to predict the subsidy that will support the announced target. The second shows that, for given an announced target $\hat{Y}$, the expected subsidy is a decreasing function of the expected $K$; an agent who is pessimistic about aggregate investment expects the policymaker to use a higher subsidy in order to meet the given output target. Combining these two equations, we reach the following counterpart to Lemma 1.

Lemma 2. Let $\delta_Y \equiv -\frac{\alpha}{1-\alpha}(1 - \gamma)$. When the policymaker announces and commits to a target $\hat{Y}$ for the outcome, agents play a game of strategic substitutability in which best responses are given by

$$k_i = (1 - \delta_Y)\hat{Y} + \delta_Y E_i[K].$$

(9)

This game is similar to that obtained in Lemma 1 in the following respect: in both cases, the policymaker’s announcement controls the intercept of the best responses. The two games are nevertheless different in the following key respect: whereas the game obtained in Lemma 1 displayed strategic complementarity ($\delta_r > 0$), the one obtained here displays strategic substitutability ($\delta_Y < 0$). In the first scenario, an agent who expects the others to invest more has a higher incentive to invest, because higher $K$ maps to higher $Y$ and hence to higher returns for fixed $\tau$. In the second scenario, the same agent has a lower incentive to invest, because a higher $K$ means that a lower subsidy will be required in order to meet the announced target for $Y$.

We summarize this elementary, but important, point in the following corollary.

Corollary 1. Switching from instrument communication to target communication changes the game played by the agents from one of strategic complementarity to one of strategic substitutability.

\(^{10}\)The game obtained above is similar to the static beauty-contest games studied in, inter alia, Morris and Shin (2002), Woodford (2003), Angeletos and Pavan (2007, 2009), and Bergemann and Morris (2013), with $\hat{\tau}$ corresponding to the “fundamental,” or the shifter of best responses, in these papers. There are, however, two subtle differences. First, whereas the fundamental in those papers is exogenous, here $\hat{\tau}$ is controlled by the policymaker. Second, whereas these papers let the fundamental be observed with noise, here $\hat{\tau}$ is perfectly observed.
4.3 The role of higher-order beliefs

The results developed above follow from Assumption 1 alone. They therefore hold in our REE benchmark. But they turn out to be inconsequential in that benchmark because of its stronger assumption regarding agents' depth of knowledge and rationality, namely Assumption 2. We now explain how this assumption imposes a tight restriction on higher-order beliefs, which in turn drives the irrelevance result. In so doing, we also prove Proposition 3.

With $X \in \{\tau, Y\}$ indexing the mode of communication, the best responses obtained in Lemmas 1 and 2 are nested in the following form:

$$ k_i = (1 - \delta_X)E_i[X] + \delta_X E_i[K]. \quad (10) $$

Necessarily, $\delta_\tau \in (0, 1)$ and $\delta_Y < 0$. For the rest of the paper, we restrict $\alpha < \frac{1}{2\gamma}$, which means $\delta_Y > -1$. We thus have $-1 < \delta_X < 1$ for both $X \in \{\tau, Y\}$, which allows the characterization of beliefs and behavior under both forms of forward guidance by repeated iteration of the best responses.\textsuperscript{11}

Common knowledge of rationality—which is one half of Assumption 2—implies that every agent can aggregate and iterate condition (10) to obtain her forecast of the aggregate action as follows:

$$ E_i[K] = E_i \left[ (1 - \delta_X) \sum_{h=1}^{\infty} (\delta_X)^{h-1} \bar{E}^h[X] \right], \quad (11) $$

where $\bar{E}^h[\cdot]$ denotes the $h$-th order average forecast. This is defined recursively by letting $\bar{E}^1[\cdot] \equiv \int E_i[\cdot]d\gamma$ and $\bar{E}^h[\cdot] \equiv \bar{E}^{h-1}[\cdot]$ for all $h \geq 2$.

Consider how an agent's expectation of the behavior of others, $E_i[K]$, varies with $\bar{X}$. This captures the agent's expectation or reasoning about the GE consequences of the announced policy plan. In the investment example introduced earlier on, this corresponds to how much the typical entrepreneur expects other entrepreneurs to invest in response to forward guidance about future subsidies. And in the New Keynesian context studied in Section 8.1, it corresponds to how much the typical consumer expects other consumers to spend in response to forward guidance about future monetary policy.

Condition (11) allows us to represent this kind of expectation or reasoning as a function of the higher-order beliefs about $\bar{X}$. From this perspective, imposing a structure on higher-order beliefs is synonymous to imposing a structure on how agents form expectations or reason about GE effects.

In our REE benchmark, this structure takes the form of the perfect coincidence of higher-order and first-order beliefs, due to Assumption 2. To see this, note that an agent $i$ who believes that agent $j \neq i$ is rational and attentive has the following second-order-beliefs: $E_i[E_j[X]] = E_i[X] = \bar{X}$. By induction, common knowledge of rationality and attentiveness—which is Assumption 2—gives

$$ \bar{E}^h[X] = \bar{E}^{1}[X] = \bar{X} \quad \forall h \geq 1, \quad (12) $$

which verifies the claim that higher-order and first-order beliefs coincide.

\textsuperscript{11}This sharpens the analysis, but is not strictly need for the applied lessons. See the discussion in Appendix G.
Using the above into (11) gives $E_i[K] = \hat{X}$; and replacing this into (10) yields $k_i = K = \hat{X}$, which replicates the behavior in our REE benchmark. Not only does this verify Proposition 3, but also sheds light on how the predictions of that benchmark depends on “boundless” knowledge and rationality, in the form of Assumption 2. And conversely, the forms of “bounded” knowledge and rationality considered in the rest of the paper represent relaxations of this assumption.

5 Anchored Beliefs

We now turn to the core of our contribution, which is to characterize the optimal strategy for managing expectations when the friction takes the form of anchored beliefs about the responses of others to the policy announcement. This friction is introduced by replacing Assumption 2 with the following.

Assumption 3 (Anchored Beliefs). Every agent believes that all other agents are rational but only a fraction $\lambda \in [0, 1]$ of them is attentive. In particular, every $i$ believes that, for every $j \neq i$, $E_j[X] = E_i[X] = \hat{X}$ with probability $\lambda$ and $E_j[X] = 0$ with probability $1 - \lambda$, where $X \in \{\tau, Y\}$ depending on the mode of communication. This fact and the value of $\lambda$ are common knowledge.

Relative to Assumption 2, Assumption 3 maintains common knowledge of rationality but drops common knowledge of attentiveness. The former allows us to characterize behavior by iterating on best responses, as in the previous section; the latter introduces the friction of interest.\(^{12}\)

As noted in the Introduction, this specification is grounded on a literature that studies the role of higher-order beliefs in common-prior, rational-expectations settings.\(^{13}\) But whereas that literature typically ties the friction in higher-order beliefs to a friction in first-order beliefs (in the form of noisy information or inattention), our approach decouples the two frictions by relaxing rational expectations. The importance of this decoupling is discussed in detail in Subsection 8.2.

As explained in Section 6, Level-k Thinking produces similar results as this specification—in effect by relaxing the part of Assumption 2 that pertains to common knowledge of rationality, as opposed to the part that pertains to the common knowledge of attentiveness. The only difference is that Level-k Thinking displays a certain bug in games of strategic substitutability, which our specification avoids.

We thus invite the reader to interpret the results presented in this section as the product of introducing plausible bounds on either the depth of knowledge or the depth of rationality. The available evidence is inconclusive on which interpretation is most relevant, but it generally supports the existence of the kind of anchored beliefs we are after in this section.\(^{14}\)

\(^{12}\)Under the restriction $\alpha < \frac{1}{2}$, this is equivalent to changing the solution concept from REE to Perfect Bayesian Equilibrium with the following heterogeneous and mis-specified priors: each agent $i$ receives a private signal $s_i$ of the announcement; believes correctly that his signal is a drawn from a Dirac measure at $\hat{X}$; and believes incorrectly that, for any $j \neq i$, $s_j$ is drawn from a Dirac measure at $\hat{X}$ with probability $\lambda$ and from a Dirac measure at 0 with probability $1 - \lambda$. A similar specification was used in Angeletos and La’O (2009) to add belief inertia in the New Keynesian model.

\(^{13}\)E.g., Abreu and Brunnermeier (2003); Angeletos and Lian (2018); Bacchetta and van Wincoop (2006); Morris and Shin (1998, 2002, 2006); Nimark (2008); Woodford (2003).

\(^{14}\)For example, see Coibion and Gorodnichenko (2012) and Coibion et al. (2018) for evidence based on surveys of
5.1 Beliefs or reasoning

Because Assumption 3 maintains common knowledge of best responses, we can once again express an agent’s beliefs, or reasoning, about $K$ as a function of higher-order beliefs:

$$
E_i[K] = E_i \left[ (1 - \delta X) \sum_{h=1}^{\infty} (\delta X)^{h-1} E^h[X] \right].
$$

(13)

What is different from Section 4 is the structure of higher-order beliefs. Because the typical agent believes that only a fraction $\lambda$ of the other agents is attentive, second-order beliefs satisfy

$$
E_i \left[ E^1[X] \right] = E_i \left[ E_j[X] \right] = \lambda \hat{X} + (1 - \lambda)0 = \lambda \hat{X}.
$$

By induction, for any $h \geq 1$,

$$
E_i \left[ E^h[X] \right] = E_i E_{j_1} \ldots E_{j_h} [X] = \lambda^h \hat{X}.
$$

(14)

Relative to the frictionless benchmark, higher-order beliefs are therefore tilted towards zero, and the more so the higher their order.

As anticipated, this property is similar to that obtained in common-prior settings with the use of dispersed private information (e.g., Morris and Shin, 2002; Woodford, 2003). The only difference is that we have relaxed the common-prior assumption so as to disentangle this property from noisy information and we have recast it as a form of bounded rationality.

By substituting (14) into (13), we infer that the typical agent’s expectation of $K$ following announcement $\hat{X}$ is given by

$$
E_i[K] = \frac{\lambda - \lambda \delta X}{1 - \lambda \delta X} \hat{X}.
$$

(15)

Instrument communication corresponds to $\delta X = \delta_r > 0$, whereas target communication corresponds to $\delta X = \delta_t < 0$. In either case, however, the responsiveness of $E_i[K]$ to $\hat{X}$ is bounded between 0 and the frictionless counterpart:

$$
0 \leq \frac{\lambda - \lambda \delta X}{1 - \lambda \delta X} \leq 1.
$$

Furthermore, the above ratio is strictly increasing in $\lambda$, which means that the following is true.

**Corollary 2.** Under either form of forward guidance, a higher friction (lower $\lambda$) reduces the expected response of $K$ to the announced $\hat{X}$ and, in this sense, reduces the perceived GE effect of the policy announcement.

5.2 Attenuation vs. amplification

Although the nature of the belief friction is qualitatively the same between the two forms of forward guidance, its impact on actual behavior is qualitatively different. Indeed, replacing (15) in the best-response condition (10) and aggregating across agents, we reach the following result.

Lemma 3. The realized aggregate investment following announcement $\hat{X}$ is given by

$$K = \frac{1 - \delta_X}{1 - \lambda \delta_X} \hat{X},$$

(16)

where $X \in \{\tau, Y\}$ depending on the mode of communication.

Recall that the frictionless benchmark had $K = \hat{X}$. When $\delta_X > 0$, the ratio $\frac{1 - \delta_X}{1 - \lambda \delta_X}$ is strictly lower than 1 for every $\lambda < 1$ and is increasing in $\lambda$. When instead $\delta_X < 0$, this ratio is strictly higher than 1 for every $\lambda < 1$ and is decreasing in $\lambda$. The following is therefore true.

Corollary 3. Anchored beliefs attenuate the response of $K$ under instrument communication, and amplify it under target communication. Furthermore, a larger friction (lower $\lambda$) translates to larger attenuation in the first case and to larger amplification in the second case.

This result explains how the mode of communication regulates the impact of the introduced friction on actual outcomes. When agents play a game of strategic complementarity, anchoring the beliefs of the behavior of others causes each agent to respond less than in the frictionless benchmark. When instead agents play a game of strategic substitutability, the same friction causes each agent to respond more than in the frictionless benchmark. The result then follows directly from our earlier observation that the mode of communication changes the nature of the strategic interaction.

5.3 Implementability

We now spell out the implications of the preceding observations for the combinations of $\tau$ and $Y$ that are implementable under each mode of communication.

With instrument communication, the value $\tau$ of the instrument is pegged at $\hat{\tau}$. Condition (16) then becomes $K = \frac{1 - \delta_\tau}{1 - \lambda \delta_\tau} \hat{\tau}$ and condition (1) gives the outcome as $Y = \left((1 - \alpha) + \alpha \left(\frac{1 - \delta_\tau}{1 - \lambda \delta_\tau}\right)\right) \hat{\tau}$. With target communication, instead, the outcome is itself pegged at $Y = \hat{Y}$. Condition (16) then becomes $K = \frac{1 - \delta_y}{1 - \lambda \delta_y} \hat{Y}$ and condition (1) gives the value of the instrument needed to hit the target $\hat{Y}$ as $\tau = \left(\frac{1}{1 - \alpha} - \left(\frac{\alpha}{1 - \alpha}\right) \left(\frac{1 - \delta_y}{1 - \lambda \delta_y}\right)\right) \hat{Y}$. Combining these findings, using the definitions of $\delta_\tau$ and $\delta_y$, and noting that the policymaker is free to choose any $\hat{\tau}$ in the first case and any $\hat{Y}$ in the second case, we reach the following result.

Proposition 4 (Implementation with anchored beliefs). Let $A_\tau$ and $A_Y$ denote the sets of the pairs $(\tau, Y)$ that are implementable under, respectively, instrument and target communication. Then,

$$A_\tau = \{ (\tau, Y) : \tau = \mu_\tau(\lambda, \gamma) Y \} \quad \text{and} \quad A_Y = \{ (\tau, Y) : \tau = \mu_Y(\lambda, \gamma) Y \},$$

where

$$\mu_\tau(\lambda, \gamma) \equiv \left(\frac{1 - \alpha + \alpha}{1 - \lambda \alpha \gamma}\right)^{-1} \quad \text{and} \quad \mu_Y(\lambda, \gamma) \equiv \left(1 + \frac{\alpha^2 (1 - \lambda) (1 - \gamma)}{1 + \alpha (\lambda (1 - \gamma) + \alpha \gamma - 2)}\right)^{-1}.$$

Throughout, we omit the dependence of $\mu_\tau$ and $\mu_Y$ on $\alpha$ because we focus on the comparative statics in $\lambda$ and $\gamma$. And in the main text, we often write $\mu_\tau$ and $\mu_Y$ without their arguments in order to ease notation.
The frictionless benchmark is nested by \( \lambda = 1 \) and results in \( \mu_\tau = 1 = \mu_Y \). By contrast, for any \( \lambda < 1 \), we have \( \mu_\tau \neq \mu_Y \). That is, the two implementable sets cease to coincide as soon as we move away from the frictionless benchmark. The same is true in the variant with Level-k Thinking studied in Section 6 for any finite depth of thinking.

The next proposition, which is proved in Appendix A, offers a sharper characterization of how \( \mu_\tau \) and \( \mu_Y \), the slopes of the two implementability constraints, compare to one another, as well as to the frictionless counterpart.

**Proposition 5.** (i) \( \mu_\tau(\lambda, \gamma) \geq 1 \) with equality only when \( \lambda = 1 \) or \( \gamma = 0 \).

(ii) \( \mu_Y(\lambda, \gamma) \leq 1 \) with equality only when \( \lambda = 1 \) or \( \gamma = 1 \)

(iii) \( \mu_\tau(\lambda, \gamma) \) increases in \( \lambda \) and \( \mu_Y(\lambda, \gamma) \) decreases in \( \lambda \).

The belief friction under consideration has opposite effects on the slope of the “budget lines” faced by the policymaker. With instrument communication, a higher friction (smaller \( \lambda \)) increases the slope, meaning that a higher variation in \( \tau \) is needed to attain any given variation in \( Y \). With target communication, the opposite is true. The distortion of the implementability constraint, as measured by the absolute value of \( \mu_X(\lambda) - 1 \), therefore increases in both cases, but the sign is different.

### 5.4 Role of the GE feedback

Let us now turn attention to the role played by \( \gamma \). Recall that \( \gamma \) proxies for the strength of the underlying GE feedback—the aggregate demand externality in the investment example of Section 2, the Keynesian income-spending multiplier in the application to monetary policy discussed in Section 8.1. The next proposition, whose proof can be found in Appendix A, studies how this interact with the belief friction in shaping the distortion of the implementability constraints.

**Proposition 6.** Fix any \( \lambda \in (0, 1) \) and \( \alpha \in (0, 1) \). As \( \gamma \) increases, both \( \mu_\tau(\lambda, \gamma) \) and \( \mu_Y(\lambda, \gamma) \) increase. Furthermore, \( \mu_\tau(\lambda, 1) > 1 \) and \( \mu_Y(\lambda, 1) = \mu_Y^* = 1 \), whereas \( \mu_\tau(\lambda, 0) = \mu_\tau^* = 1 \) and \( \mu_Y(\lambda, 0) < 1 \).

As the GE effects gets stronger (\( \gamma \) increases), the distortion is exacerbated under instrument communication, in the sense that \( \mu_\tau \) gets further away from \( \mu_\tau^* \), whereas it is alleviated under target communication, in the sense that \( \mu_Y \) gets closer to \( \mu_Y^* \). The logic is best illustrated by considering the extremes in which \( \gamma = 0 \) and \( \gamma = 1 \).

Consider first the case in which the GE effect is absent, or \( \gamma = 0 \). Behavior is pinned down purely by the direct or PE effect of the policy: \( k_i = E_i \tau \) for all \( i \). As a result, announcing and committing on a value \( \hat{\tau} \) for the instrument guarantees that that \( K = \hat{\tau} \), regardless of \( \lambda \). Condition (1) then gives \( Y = \hat{\tau} \), which means that \( A_\tau = A_\tau^* \), for all \( \lambda < 1 \). That is, there is no distortion with instrument communication—but there is one with target communication. For when \( \gamma = 0 \), target communication transforms the game played among the agents from one with a null strategic interaction to one with a non-zero strategic substitutability (indeed, \( \delta_\tau = 0 \) but \( \delta_y < 0 \) when \( \gamma = 0 \)), thus also allowing the belief friction to influence the implementability constraint.
The converse is true when the GE effect is maximal, or \( \gamma = 1 \). Behavior is then pinned down exclusively by expectations of the outcome: \( k_i = \mathbb{E}_i Y \) for all \( i \). The distortion is then eliminated by, and only by, announcing and committing to a target for \( Y \).

### 5.5 Optimal strategy

The previous discussion implies that, in the extreme cases of \( \gamma \in \{0, 1\} \), the first-best outcome remains implementable under one and only one form of forward guidance: instrument communication when \( \gamma = 0 \), target communication when \( \gamma = 1 \). Each strategy, in its most favorable case, sidesteps the friction entirely by eliminating agents’ need to forecast, or reason about, others’ actions.

What about the intermediate cases \( \gamma \in (0, 1) \)? Neither strategy completely eliminates the need to reason about others’ behavior. With instrument communication, the agents do so to predict the outcome; with target communication, they do so to predict the value of the instrument that will be required to honor the target. The policymaker can no longer sidestep the friction.

Still, the continuity and monotonicity properties of the implementable sets with respect to \( \gamma \) suggest that target communication is strictly preferred to instrument communication if and only if the GE effect is strong enough. The next theorem verifies this intuition.

**Theorem 1** (Optimal Forward Guidance). *For any \( \lambda < 1 \), there exists a threshold \( \hat{\gamma} \in (0, 1) \) such that: when \( \gamma \in (0, \hat{\gamma}) \), instrument communication is strictly optimal for all \( \theta \); and when \( \gamma \in (\hat{\gamma}, 1) \), target communication is strictly optimal for all \( \theta \).*

A detailed proof is provided in Appendix A. Below we sketch the main argument. We also characterize the pairs \( (\tau, Y) \) that get implemented by the optimal strategy for all \( \theta \).

Given any \( \theta \), the policymaker chooses a set \( \mathcal{A} \in \{\mathcal{A}_r(\lambda), \mathcal{A}_Y(\lambda)\} \) and a pair \( (\tau, Y) \in \mathcal{A} \) to minimize her loss:

\[
\min_{\mathcal{A} \in \{\mathcal{A}_r(\lambda), \mathcal{A}_Y(\lambda)\}, (\tau, Y) \in \mathcal{A}} L(\tau, Y, \theta)
\]

Let \( (A^{sb}_r, \tau^{sb}_r, Y^{sb}_r) \) be the (unique) triplet that attains the minimum. Then, \( A^{sb}_r \) identifies the optimal mode of communication; \( (\tau^{sb}_r, Y^{sb}_r) \) identifies the second-best combination of the instrument and the outcome; and the communicated message is given either by \( \hat{\tau} = \tau^{sb}_r \) or by \( \hat{Y} = Y^{sb}_r \), depending on whether \( A^{sb}_r = A_r \) or \( A^{sb}_r = A_y \).

Given the assumed specification of \( L \) and the characterization of the implementability sets in Proposition 4, we can restate the problem as the following choice of a *slope* between \( \tau \) and \( Y \):

\[
\min_{\mu \in \{\mu_r(\lambda), \mu_y(\lambda)\}, (\tau, Y) \in \mathbb{R}^2} \left[ (1 - \chi)(\tau - \theta)^2 + \chi(Y - \theta)^2 \right] \\
\text{s.t.} \quad \tau = \mu Y
\]

Solving the constraint for \( Y \) as \( \tau/\mu \), substituting this in the objective, and letting \( r = \tau/\theta \), we reach the following even simpler representation:

\[
\min_{\mu \in \{\mu_r(\lambda), \mu_y(\lambda)\}, r \in \mathbb{R}} \left[ (1 - \chi)(r - 1)^2 + \chi(r/\mu - 1)^2 \right]
\]
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This makes clear that the optimal form of forward guidance is the same for all realizations of \( \theta \) and lets \( r \) identify the optimal covariation of \( \tau \) with \( \theta \). The policy problem reduces to choosing a value for \( r \in \mathbb{R} \) and a value for \( \mu \in \{ \mu_r(\lambda), \mu_Y(\lambda) \} \). That is, if we let \((r^{sb}, \mu^{sb})\) be the solution to the above problem, the second-best values of the instrument and the outcome are given by, respectively, \( \tau^{sb} = r^{sb}\theta \) and \( Y^{sb} = (r^{sb}/\mu^{sb})\theta \).

Consider the “inner” problem of choosing \( r \) for given \( \mu \). The optimal \( r \) is given by

\[
  r(\mu) \equiv \arg\min_r \left[ (1 - \chi)(r - 1)^2 + \chi(r/\mu - 1)^2 \right] = \frac{\mu^2(1 - \chi) + \mu\chi}{\mu^2(1 - \chi) + \chi}
\]

and the resulting payoff is

\[
  \mathcal{L}(\mu) \equiv \min_r \left[ (1 - \chi)(r - 1)^2 + \chi(r/\mu - 1)^2 \right] = \frac{\chi(1 - \chi)(1 - \mu)^2}{\mu^2(1 - \chi) + \chi}
\]

We thus have that the optimal \( r \) satisfies \( r(\mu) < 1 \) for \( \mu < 1 \), \( r(\mu) = 1 \) for \( \mu = 1 \), and \( r(\mu) > 1 \) for \( \mu > 1 \); and that the resulting payoff is a U-shaped function of \( \mu \in (0, \infty) \), with a minimum equal to 0 and attained at \( \mu = 1 \) (the frictionless case).

How do we explain this shape? Recall that \( \mu = 1 \) is not feasible away from the frictionless benchmark. Instead, the policymaker has to choose either \( \mu = \mu_r > 1 \) (with instrument communication) or \( \mu = \mu_Y < 1 \) (with target communication). The policymaker can moderate the incurred loss by adjusting \( r \), the responsiveness of \( \tau \) to \( \theta \), away from \( r = 1 \), the frictionless value. Conditional on instrument communication, it is indeed optimal to choose \( r > 1 \), that is, to let the subsidy vary more strongly with the fundamental than in the frictionless benchmark. This offsets the attenuated response of \( Y \) to \( \tau \), which in turn helps reduces the wedge between \( Y \) and \( Y^{fb} \); but since this comes at the cost of a large wedge between \( \tau \) and \( \tau^{fb} \), the policymaker chooses an \( r > 1 \) that only partly offsets the distortion. A similar logic applies with target communication, except that now the effects flip: the policymaker chooses \( r < 1 \) in order to moderate the amplification effect.

Let us now turn to the optimal choice of \( \mu \), which encodes the choice of the form of forward guidance. The magnitude of the policymaker’s loss increases in the distance between \( \mu \) and 1. The closer \( \mu \) is to 1, the smaller would be the distortion from the frictionless benchmark even if we were to hold \( r \) fixed at 1. The fact that the policymaker can adjust \( r \) as a function of \( \mu \) moderates the distortion but does not upset the property that the loss is smaller the closer \( \mu \) is to 1.

Varying \( \gamma \) changes the feasible values of \( \mu \) without affecting the loss incurred from any given \( \mu \). In particular, raising \( \gamma \) drives \( \mu_r \) further away from 1, brings \( \mu_Y \) closer to 1, and leaves \( \mathcal{L}(\mu) \) unchanged. It follows that \( \mathcal{L}(\mu_r) \) is an increasing function of \( \gamma \), whereas \( \mathcal{L}(\mu_Y) \) is a decreasing function of it. Next, note that both \( \mathcal{L}(\mu_r) \) and \( \mathcal{L}(\mu_Y) \) are continuous in \( \gamma \) and recall from our earlier discussion that \( \mathcal{L}(\mu_r) = 0 < \mathcal{L}(\mu_Y) \) when \( \gamma = 0 \) and \( \mathcal{L}(\mu_r) > 0 = \mathcal{L}(\mu_Y) \) when \( \gamma = 1 \). It follows that there exists a threshold \( \hat{\gamma} \) strictly between 0 and 1 such that \( \mathcal{L}(\mu_r) < \mathcal{L}(\mu_Y) \) for \( \gamma < \hat{\gamma} \), \( \mathcal{L}(\mu_r) = \mathcal{L}(\mu_Y) \) for \( \gamma = \hat{\gamma} \), and \( \mathcal{L}(\mu_r) > \mathcal{L}(\mu_Y) \) for \( \gamma > \hat{\gamma} \). In a nutshell, because a stronger GE feedback increases the distortion under instrument communication but reduces the distortion under target communication, target communication is optimal if and only if the GE effect is strong enough.
The next result completes the characterization of the optimal strategy by describing the pair \((\tau, Y)\) that is obtained for any given \(\theta\).

**Proposition 7.** For any \(\lambda \in [0, 1]\) and any \(\gamma \in [0, 1]\), let \(r^{sb} \equiv r(\mu^{sb})\) and \(\varphi^{sb} \equiv r(\mu^{sb})/\mu^{sb}\), with 
\[
\mu^{sb} = \mu_\tau(\lambda, \gamma) \text{ if } \gamma < \hat{\gamma} \text{ and } \mu^{sb} = \mu_Y(\lambda, \gamma) \text{ if } \gamma > \hat{\gamma}.
\]

(i) If \(\gamma < \hat{\gamma}\), the policymaker sets the value \(\tau = r^{sb}\theta\) for the instrument and obtains the value \(Y = \varphi^{sb}\theta\) for the outcome. If instead \(\gamma > \hat{\gamma}\), she sets the target \(Y = \varphi^{sb}\theta\) for the outcome and meets this target with the value \(\tau = r^{sb}\theta\) for the instrument.

(ii) \(r^{sb}\) displays a downward discontinuity at \(\gamma = \hat{\gamma}\), is continuous and strictly increasing in \(\gamma\) everywhere else, and satisfies \(r^{sb} > 1\) for \(\gamma \in (0, \hat{\gamma})\) and \(r^{sb} < 1\) for \(\gamma \in (\hat{\gamma}, 1)\)

(iii) \(\varphi^{sb}\) displays an upward discontinuity at \(\gamma = \hat{\gamma}\), is continuous and strictly decreasing in \(\gamma\) everywhere else, and satisfies \(\varphi^{sb} < 1\) for \(\gamma \in (0, \hat{\gamma})\) and \(\varphi^{sb} > 1\) for \(\gamma \in (\hat{\gamma}, 1)\)

Part (i) follows directly from the preceding analysis and lets \(r^{sb}\) and \(r^{sb}\) measure the optimal slope of, respectively, the instrument and the outcome with respect to the underlying fundamental. Parts (ii) and (iii) then follow the characterization of the functions \(r(\cdot), \mu_\tau(\cdot)\) and \(\mu_Y(\cdot)\). The discontinuity of \(r^{sb}\) and \(\varphi^{sb}\) at \(\gamma = \hat{\gamma}\) reflects the switch from one form of forward guidance to the other and the flipping of the distortion. When \(\gamma < \hat{\gamma}\), the policymaker engages in instrument communication, the friction causes attenuation, and the optimal policy moderates the distortion by having \(\tau\) move more than one to one with \(\theta\). When instead \(\gamma > \hat{\gamma}\), the policymaker engages in target communication, the friction causes amplification, and the optimal policy has \(\tau\) move less than one to one with \(\theta\).

### 5.6 Comparative statics

Because the model is highly tractable, we can characterize the dependence of the optimal form of forward guidance on all model parameters.

**Proposition 8.** The threshold \(\hat{\gamma}\), above which target communication is optimal, decreases with \(\chi\), increases with \(\alpha\), and decreases with \(\lambda\).

The effect of \(\chi\) is obvious: raising the policymaker’s concern about the “output gap” expands the range of \(\gamma\) for which target communication is optimal.

Consider next \(\alpha\). As \(\alpha\) approaches 1, \(\tau\) has a vanishingly small effect on \(Y\) for given \(K\). The policymaker may therefore need to make very large adjustments in \(\tau\) to hit a stated target for \(Y\). This explains why target communication becomes less desirable as \(\alpha\) increases.

Finally, consider \(\lambda\). Raising the belief friction (lowering \(\lambda\)) intensifies the distortion under both modes of communication. As shown in the Appendix, however, the additional friction “bites harder” with target communication than under instrument communication. Conversely, a smaller friction favors target communication. And as the friction vanishes, the threshold \(\hat{\gamma}\) has a well-defined limit given by 
\[
\lim_{\lambda \to 1} \hat{\gamma} = \frac{1}{2 - \alpha} \in (\frac{1}{2}, 1).
\]
Thus, whereas exact rational expectations (nested as \(\lambda = 1\)) leaves the optimal form of forward guidance indeterminate, near rational expectations (i.e., \(\lambda\) arbitrarily close to, but strictly lower than, 1) gives a non-trivial answer to the question of interest.
6 Level-k Thinking

The key mechanism in the previous section is agents’ under-forecasting of others’ responses to an announcement: as seen from conditions (15) and (16), \( \mathbb{E}[K] \) moves less than \( K \) in response to variation in \( \hat{X} \). One could recast this as the consequence of agents’ bounded ability to calculate others’ responses or to comprehend the GE effects of the policy.

A simple formalization of such cognitive or computational bounds is Level-k Thinking. This concept represents a relaxation of the part of Assumption 2 that imposes common knowledge of rationality: agents play rationally themselves, but question the rationality of others. In particular, this concept is defined recursively by letting the level-0 agent make an exogenously specified choice (this is the completely irrational agent), the level-1 agent play optimally given the belief that others are level-0 (this agent is rational but believes that others are irrational), the level-2 agent play optimally given the belief that others are level-1, and so on, up to some finite order \( k \). Level-k Thinking therefore imposes a pecking order, with every agent believing that others are less sophisticated than herself in the sense that they base their beliefs on fewer iterations of the best responses than she does.

To see the implications of this concept in our context, assume all agents think to the same order \( k \geq 1 \) and let the “base case” (level-0 behavior) correspond to \( K = 0 \). Because level-\( k \) agents believe that all other agents are of cognitive order \( k-1 \), the expectation of \( K \) is now given by

\[
\mathbb{E}[K] = (1 - \delta_X) \sum_{h=0}^{k-1} (\delta_X)^h \hat{X} \tag{17}
\]

Comparing this expression to (13), which gave expected investment as a function of higher-order beliefs about \( X \), reveals that Level-k Thinking is isomorphic to the following belief hierarchy about the policy announcement:

\[
\mathbb{E}^h[X] = \hat{X}, \ \forall h < k \quad \text{and} \quad \mathbb{E}^h[X] = 0, \ \forall h \geq k
\]

That is, it is as if agents know that others know that... others have heard the announcement only up to order \( k \); beyond that order, beliefs are pegged at zero.

This is similar to the structure of higher-order beliefs considered in Section 5. Both approaches allow the announcement’s effect on the \( h \)-th order belief to decay with \( h \). Before, the decay was exponential in \( h \); now it is a step function jumping from 1 to 0 at the specific order \( h = k \).

This similarity suggests that the lessons derived earlier extend to Level-k Thinking. Indeed, \( k = 1 \) corresponds exactly to \( \lambda = 0 \) in our earlier analysis. Furthermore, for any odd number \( k \geq 3 \), one can find a \( \lambda \in (0, 1) \) such that the beliefs about \( K \) and the behavior conditional on any \( \hat{X} \) under Level-k Thinking coincide with those in our earlier analysis—and therefore so do the implementability sets. See Appendix C for the exact construction.

The equivalence, however, breaks down for any even number \( k \) because Level-k Thinking displays a peculiar, “oscillatory” behavior in games of strategic substitutability. In our context, this problem emerges with target communication, precisely because this induces a game of strategic substitutability.
Let us explain. For any given announcement, an agent wants to invest more when he expects others to invest less. Because the level-0 agent is assumed to be completely unresponsive, a level-1 agent expects K to move less than in the frictionless benchmark and thus moves more himself. A level-2 agent then expects K to move more than in the frictionless benchmark and therefore chooses to move less himself. That is, whereas \( k = 1 \) amplifies the actual response of investment relative to rationale expectations, \( k = 2 \) attenuates it. The left panel of Figure 1 shows that this oscillatory pattern continues for higher \( k \), and that this oscillation with target communication is the only qualitative difference between the present specification and that studied in Section 5.

We are not aware of any experimental evidence of this oscillatory pattern. We suspect that it is an unintended “bug” of a solution concept that was originally developed and tested in the experimental literature primarily for games of complements and may not be applicable to games of substitutes without appropriate modification. Seen from this perspective, the formalization adopted in the previous section captures the essence of Level-k Thinking while bypassing its “pathological” feature.

The same goal can be achieved with a “smooth” version of Level-k Thinking along the lines of Garcia-Schmidt and Woodford (2019). The concept of “cognitive discounting” introduced in Gabaix (2018) works in a similar manner, too, because it directly postulates that the subjective expectations of endogenous variables such as \( K \) move less than the rational expectations of it.

For our purposes, all these approaches are interchangeable. The insights developed in the previous section directly extend from the one approach to the other.

7 Erratic Beliefs

In the preceding two sections, we modeled bounded rationality as anchoring toward a prior or default point. In this section we show that a different approach that helps capture shifts in “market psychology,” random mistakes in the agents’ reasoning about the GE effects of the policy, or the policymaker’s subjective uncertainty about the agents’ sophistication leads to the same policy conclusions.

The belief distortion is now modeled as follows.
Assumption 4 (Erratic beliefs). Every agent believes that the other agents are rational but worries that a fraction $1 - \sigma$ of them receives a randomly distorted message and is unaware of the distortion. In particular, every $i$ believes that, for every $j \neq i$, $E_j[X] = \hat{X}$ with probability $\sigma$ and $E_j[X] = \hat{X} + \varepsilon$ with probability $1 - \sigma$, where $\sigma \in (0, 1)$ is fixed scalar and $\varepsilon$ is a random shock, drawn from a Normal distribution with mean zero and variance one, orthogonal to $\theta$, and unobserved by the policymaker at the moment of his announcement. These facts and the value of $\sigma$ are common knowledge.

To understand what this assumption does, recall our earlier characterization of the expectations of $K$ in terms of the higher-order beliefs of $X$:

$$E_i[K] = E_i \left[ (1 - \delta X) \sum_{h=1}^{\infty} (\delta X)^{h-1} \tilde{E}^h [X] \right]$$

(18)

In the anchored beliefs scenario (Section 5), Assumption 3 allowed higher-order beliefs to move less than one-to-one with first-order beliefs ($\tilde{E}^k [X] = \lambda^{k-1} \hat{X}$), but ruled out any orthogonal variation in the gap between first- and higher-order beliefs, thus giving $E_i[K] = b\hat{X}$ for some $b < 1$. The current scenario does the opposite: it lets $\varepsilon$, a source of variation orthogonal to all other fundamentals, move higher-order beliefs, the expected outcome $E_i[K]$, and the outcome $K$.

A similar formulation is used by Angeletos, Collard and Dellas (2018) to quantify the role of “sentiments” in business cycles; see also Angeletos and La’O (2013), Benhabib, Wang and Wen (2015); Benhabib, Liu and Wang (2016), and Huo and Takayama (2015). The present setting can be considered a stylized version of the richer, micro-founded models used in those papers.

Alternatively, similar belief fluctuations can be produced in an extension of the Level-k setting of Section 6 with a random default (level-0) point or cognitive order $k$. From this perspective, the present setting directly captures mistakes in agents’ reasoning about others and/or the policymaker’s own uncertainty about the agents’ sophistication.

Either of these interpretations has the same upshot for the policymaker’s implementable set of policy and outcome pairs. By perturbing the agents’ beliefs or reasoning about one another’s responses, the shock $\varepsilon$ drives a stochastic wedge between $\tau$ and $Y$. Importantly, the size of this wedge depends on the strategic interaction and, by extension, the form form of forward guidance.

Proposition 9. A pair $(\tau, Y)$ is implementable if and only if

$$\tau = Y + \psi_X(\sigma, \gamma)\varepsilon$$

where $X \in \{\tau, Y\}$ indexes the mode of communication and where

$$\psi_{\tau}(\sigma, \gamma) \equiv -\frac{\alpha^2\gamma(1 - \sigma)}{1 - \sigma \alpha \gamma} \leq 0 \quad \text{and} \quad \psi_{Y}(\sigma, \gamma) \equiv \frac{\alpha(1 - \alpha)(1 - \gamma)(1 - \sigma)}{1 - \alpha(1 - \sigma)(1 - \gamma))} \geq 0.$$
slope from 1 to \( \mu_X \neq 1 \). In the present context, instead, the slope remains unchanged and the distortion takes the form of an additive stochastic disturbance, given by \( \psi_X \varepsilon \).

Despite this difference, the distortion continues to scale with the extent to which agents need to predict or reason about one another’s behavior, precisely because the distortion originates exclusively from mistakes in this kind of beliefs. And for the reasons already explained, variation in the GE parameter \( \gamma \) moves the strength of this strategic motive—and hence also the size of the distortion, as measured herein by \( |\psi_X| \)—in opposite directions depending on the form of forward guidance.

**Proposition 10.** A stronger GE effect increases the impact of erratic beliefs on the policymaker’s implementability constraint under instrument communication and decreases it under target communication:

(i) \( |\psi_T(\sigma, \gamma)| \) strictly increases in \( \gamma \) and equals zero at \( \gamma = 0 \).

(ii) \( |\psi_Y(\sigma, \gamma)| \) strictly decreases in \( \gamma \) and equals zero at \( \gamma = 1 \).

This allows a straightforward extension of our main result.

**Theorem 2.** For any \( \sigma > 0 \), there exists a threshold \( \bar{\gamma} \in (0, 1) \) such that the following is true: for \( \gamma \in [0, \bar{\gamma}) \), instrument communication is strictly optimal for all realizations of \( \theta \); and for \( \gamma \in (\bar{\gamma}, 1] \), target communication is strictly optimal for all realizations of \( \theta \).

Since the frictions induced by erratic and anchored beliefs have the same monotonicity in \( \gamma \), an environment that combines both frictions (or, similarly, in which the policymaker puts positive probability on both) will also produce the same result.

## 8 Discussion

This section discusses the application of our insights to the ZLB context and several other issues, including the relation of the friction studied in this paper to inattention and incomplete information, the robustness of our insights to richer policy trade-offs, and their extension to richer policy options.

### 8.1 Forward guidance at the ZLB

As noted in the Introduction, prior work has shown that anchored beliefs, of the type studied here, can severely limit the power of forward guidance for monetary policy during a liquidity trap, under the restriction that forward guidance takes the form of a commitment to an interest-rate target.\(^{16}\) Our analysis qualifies this lesson by showing that the central bank may be able to bypass, or even flip, the friction by engaging in the opposite form of forward guidance, committing to do “whatever it takes” to meet an aggressive target for GDP or unemployment. Furthermore, our analysis sheds light on the question of when the central bank should switch from one form of forward guidance to the other, depending on the ferocity of GE feedback mechanisms.

\(^{16}\)Angeletos and Lian (2018) and Wiederholt (2016) model the friction is modeled as anchored higher-order beliefs; Farhi and Werning (2019) and García-Schmidt and Woodford (2019) as Level-k Thinking.
These mechanisms include the feedback between aggregate income and aggregate spending, or the Keynesian cross; the dynamic strategic complementarity in the firms’ price-setting decisions; and the inflation-spending feedback, which is captured in the New Keynesian model by the interaction of the Dynamic IS curve and the New Keynesian Philips curve.\footnote{Angeletos and Lian (2018) develop a game-theoretic representation of these mechanisms that roughly maps to our framework. The example in Appendix B obtains an exact mapping by making enough simplifying assumptions.} When the ZLB binds, the combination of these mechanisms amount to a strong macroeconomic complementary, or a high $\gamma$. Furthermore, the results of Angeletos and Lian (2018) suggest that the effective $\gamma$ increases with the the length of the liquidity trap, because this allows the feedback effects to compound over more periods. The results of Farhi and Werning (2019), on the other hand, suggest that the effective $\gamma$ also increases with the severity of liquidity constraints, because such constraints map to a steeper Keynesian cross.

Combining these insights with our own results suggests the following. Consider a situation in which the liquidity trap is expected to be sufficiently long and/or the Keynesian cross is sufficiently steep. It is precisely then that “instrument communication” is severely constrained. But it is also then that the policymaker can, and probably should, bypass the friction by engaging on “target communication.” We leave a more careful consideration of this issue for future work.

### 8.2 First-order vs higher-order mistakes

Our modeling approach allowed imperfect reasoning about the behavior of other agents (or the GE effects of policy), but ruled out any friction in agents’ own awareness of the announcement. More succinctly, we considered “higher-order mistakes” but not “first-order mistakes.” We now explore the robustness of our results to combinations of both forces, and use this discussion to further contextualize our contribution to the literature.

**Pure inattention.** Consider first a specification featuring only first-order mistakes. In particular, restrict higher-order beliefs to coincide with first-order beliefs but allow the latter to satisfy

$$\mathbb{E}_i[X] = q \bar{X},$$

for some $q \in (0, 1)$. This helps captures a form of inattention or behavioral distortion in the perception of the policy without, however, introducing any imperfection in how agents reason about the responses of others—there is a representative agent, albeit one with an imperfect perception of $X$.

It is straightforward to check that this specification yields $\mathbb{E}_i[K] = q \bar{X}$ and $k_i = K = q \bar{X}$, which verifies that there is a representative agent. Comparing the obtained $K$ to its frictionless counterpart, we see that inattention ($q < 1$) attenuates the response of $K$ to the policy announcement under both modes of communication. Furthermore, the attenuation is invariant to the GE feedback parameter $\gamma$. Both of these properties contrast sharply with the results of Sections Sections 5 and 6, where the friction of interest was producing amplification under target communication and its impact on implementability was sensitive to $\gamma$ under both strategies. In short, plain (first-order) inattention does not deliver any of our main insights.
Instead, a different insight emerges: with only inattention, instrument communication is necessarily optimal. This is because the implementability constraints, represented again as \( \tau = \mu_r Y \) for instrument communication and \( \tau = \mu_Y Y \) for target communication, now feature \( \mu_Y > \mu_r > 1 \), or a globally smaller distortion for instrument communication. The wedge between the two options, though, does not depend on \( \gamma \), underscoring that the mechanism through which inattention works is orthogonal to that identified in our main analysis.

**Combining the two frictions.** What if we flexibly combine the two kinds of friction? To this end, continue to assume that \( \mathbb{E}[X] = qX \) but now also let higher-order beliefs also feature the distortion accommodated in our main analysis:

\[
\mathbb{E}'[X] = \lambda^{j-1} \mathbb{E}[X],
\]

for some \( \lambda \in (0, 1) \) and all \( j \geq 2 \). Following similar arguments as in our main analysis, it can be shown that the slopes of the implementability constraints under instrument and target communication are now given by, respectively,

\[
\mu_r = \frac{1}{1 - \alpha + \frac{\lambda - \gamma}{1 - \alpha \gamma} \alpha q} \quad \text{and} \quad \mu_Y = \frac{1 - \alpha + \alpha(1 - \gamma) \lambda - \alpha(1 - \alpha \gamma) q}{(1 - \alpha)(1 - \alpha + \alpha(1 - \gamma) \lambda)}.
\]

Instrument communication necessarily produces attenuation, or \( \mu_r > 1 \), because both frictions \( (q < 1 \text{ and } \lambda < 1) \) work in the same direction. By contrast, the case for target communication is ambiguous \( (\mu_Y \leq 1) \) because the amplification induced by anchored higher-order beliefs \( (\lambda < 1) \) opposes the attenuation induced by inattention \( (q < 1) \). Which effect dominates depends on the belief parameters \( (q, \lambda) \) and the GE feedback \( \gamma \), because the last interacts with anchored beliefs as explained in our main analysis.

Of particular interest is the case \( q = \lambda \), which is isomorphic to a rational expectations model with a Gaussian prior and Gaussian private signals. As it turns out, this special case induces equal attenuation under either strategy, or \( \mu_r = \mu_Y > 1 \), and therefore replicates the irrelevance result of the frictionless benchmark. A generalization of Theorem 1 is instead obtained if and only if \( \lambda < q \).

The case \( \lambda < q \), while ruled out by the “canonical” Gaussian example, is not necessarily inconsistent with rational expectations. For example, it can be obtained, at least under certain states of nature, in a incomplete-information, rational-expectations model in which agents are uncertain about the precision of others’ private signals. We nevertheless prefer the interpretation of this case (and in particular our extreme version of \( \lambda < q = 1 \)) as a form of bounded rationality, because it naturally captures agents’ imperfect reasoning about each other’s behavior.

---

18 The exact values are \( \mu_Y = \frac{1 - \alpha q}{1 - \alpha} \) and \( \mu_r = \frac{1}{1 - \alpha + \alpha q} \). The threshold \( \tilde{q} \) is increasing in both \( \lambda \) and \( \gamma \), always exceeds \( \lambda \), and reaches 1 when either \( \lambda = 1 \) or \( \gamma = 1 \).

19 Indeed, attenuation is obtained with target communication (i.e., \( \mu_Y > 1 \)) if and only if \( q < \tilde{q}(\lambda, \gamma) = \frac{1 - \alpha(1 - (1 - \gamma) \lambda)}{1 - \alpha \gamma} \).

20 To see this, let \( X \sim N(0, \sigma_X^2) \), let each agent \( i \) observe a private signal \( s_i = X + \varepsilon_i \), where \( \varepsilon_i \sim N(0, \sigma_i^2) \), and let these facts as well the agents’ rationality be common knowledge. Then, the previously described structure of first- and higher-order beliefs holds with \( q = \lambda = \frac{\sigma_X^2}{\sigma_X^2 + \sigma_i^2} \).

21 Such an example is contained in Angeletos and La’O (2009), although it is used for different purposes there.
**Bigger picture.** Some of the existing literature on incomplete information was presumably more interested in highlighting how the inertia of higher-order beliefs helps capture a plausible imperfection in how agents reason about others and, by extension, how they coordinate their behavior, rather than in rationalizing this imperfection as the product of noisy information or inattention. From this perspective, our analysis has made the following contributions: (i) it has isolated the role of what is the most distinctive, and perhaps most interesting, element of this literature; (ii) it has related that element to limited depth of reasoning in the form of Level-k Thinking; (iii) it has highlighted how this element switches from a source of attenuation to a source of amplification as one moves from games of strategic complementarity to games of strategic substitutability; and (iv) it has used this elementary insight to shed new light on optimal policy.

### 8.3 Additional shocks and relation to Poole (1970)

The case with erratic beliefs studied in Section 7 recalls Poole (1970)'s analysis in its focus on dampening the effects of “unwanted” shocks. However, this resemblance is somewhat superficial. In Poole's classic, and in the modern literature on optimal monetary policy alike, the irrelevance of different policy regimes is broken because, and only because, the policymaker does not observe underlying shocks to payoff-relevant fundamentals (e.g., preferences, technology, or monopoly power), or is otherwise unable to condition the policy instrument directly on them. Here, instead, the key friction is how agents form beliefs or reason about the behavior of others—not what the policymaker knows or what she can condition her choices on.

This explains the following two key differences between our contribution and the state of the art. First, our result is robust to letting the policymaker condition her action on the “unwanted” shock. And second, whereas our analysis emphasizes the dependence of the optimal policy choice on the parameter $\gamma$, or on the decomposition of the equilibrium between PE and GE effects, a variant that embeds Poole's considerations does not share this insight.

With regard to the first point, it is indeed straightforward to check that Theorem 2 extends to a variant of our erratic beliefs model that lets the policymaker condition her choice at stage 0 on an arbitrary, possibly perfect, signal of the realization of $\varepsilon$. Our result is driven by how the form of forward guidance helps regulate the impact of the “unwanted” mistake in beliefs, regardless of the policymaker's observation of it.\footnote{This perspective is evident in, inter alia, Abreu and Brunnermeier (2003), Angeletos and Lian (2016, 2018), Morris and Shin (1997, 1998, 2003), and Morris, Shin and Yildiz (2016).}

As for the second point, Appendix D works out variations of our model that introduce measurement error in the policymakers’ observation of the outcome, trembles in her control of the policy instrument, or other payoff-relevant shocks that affect the relation between $\tau$ and $Y$ without introducing errors in the agents’ beliefs or reasoning about one another’s behavior. Such shocks may tilt the balance\footnote{This point is also evident in from the analysis of Sections 5 and 6, which had already allowed the policymaker to condition her choice on the unwanted mistake, namely the value of $\lambda$, or the degree of Level-k Thinking.}
toward either policy choice, via a logic similar to Poole (1970). However, such shocks do not deliver a dependence of the optimal strategy on the parameter \( \gamma \). This dependence instead emerges in our setting, with or without such shocks, because the form of forward guidance and the parameter \( \gamma \) interact in shaping how behavior depends on the agents’ reasoning about the behavior of others and hence also on any mistakes, random or not, in such reasoning.

In a nutshell, the policy considerations put forward here are distinct from those captured by Poole (1970). The same point applies to Weitzman (1974) and the literature on “quotas vs tariffs” that follows his lead. An application of our insights to that literature may indeed shed light on how the answer to that classic question depends on the interaction of bounded rationality and strategic considerations.

8.4 Communicating \( \theta \) or \( K \)

Our main analysis allowed for forward guidance about only two objects: the policy instrument, \( \tau \), or the targeted outcome, \( Y \). What about the alternative strategy of communicating only the value of the underlying shock, \( \theta \), or that of committing on a target for the aggregate action, \( K \)?

These options are considered in Appendix E. Both options are valid—and, indeed, achieve the first best—in the rational expectations benchmark. And both break down once we depart from it.

The first option leads to indeterminacy, because it does not commit the policymaker to a specific action and, by extension, does not help the agents to predict with full confidence either the instrument or the outcome, nor does it pin down their strategic interaction. The second option leads to non-existence (which means that it is ill-posed), because it is not viable: barring the option to “kill everybody,” the policymaker has no possible method to honor a commitment to a particular value for \( K \) “no matter what”.

This justifies our focus on the policymaker’s choice between “talking about \( \tau \)” and “talking about \( Y \),” as opposed to “talking about \( \theta \)” or “talking about \( K \).” It also expands the lesson that policy communications and commitments that can be equally effective in the textbook policy paradigm—such as all of the aforementioned four forms of “talking”—cease to be so once one allows for a plausible friction in the agents’ beliefs or reasoning about the behavior of others. Yet another version of this idea is discussed next.

8.5 Sophisticated forward guidance and policy rules

Although our analysis presumes a binary choice between “talking about interest rates” and “talking about unemployment,” the reality is that central bankers typically talk about both all the time. How our insights translate to the practice of choosing the exact wording of policy communications is of course beyond the scope of our paper. Our main policy recommendation may nevertheless be read as a gauge for when central bankers should tilt their focus from offering precise guidance about future interest rates to convincing the market that they will do “whatever it takes” to stabilize the economy.

\[ \lambda < 1 \]

24Formally, no hierarchy of beliefs can be consistent with an announced \( \hat{K} \) as soon as \( \lambda < 1 \).
Such a flexible interpretation is corroborated by an exercise that expands the forms of forward guidance the policymaker can engage to. Suppose, in particular, that the policymaker can announce and commit to a flexible relation between the instrument $\tau$ and the outcome $Y$, given by

$$\tau = A - BY,$$

for some $(A, B) \in \mathbb{R}^2$. The two simpler strategies considered so far are nested with $B = 0$ and $A = \tilde{\tau}$, for target communication, and $B \to \infty$ and $A/B \to \tilde{Y}$, for instrument communication. The extension allows the policymaker to choose and communicate an arbitrary pair $(A, B)$, conditional on $\theta$.

In this extension, the analogue of Assumption 1 imposes that each agent is rational and aware of the chosen pair $(A, B)$. If we also impose the analogue of Assumption 2, namely common knowledge of that pair and of the agents’ rationality, we once again recover the rational expectations benchmark typically considered in the literature. In this benchmark, the optimal pair $(A, B)$ is indeterminate. If instead we allow the agents to make mistakes when trying to predict or reason about the responses of others, either of the type formalized before or of any other type, the optimal pair $(A, B)$ becomes determinate: there is a unique such pair that minimizes, indeed eliminates, the bite of higher-order beliefs. Furthermore, the following “smooth” version of our take-home lesson applies: a larger $\gamma$, or stronger GE feedback, maps to a larger optimal value for $B$, which can be interpreted as a tilt towards “taking about $Y$” relative to “talking about $\tau$.”

The more sophisticated forms of forward guidance allowed in this extension may be hard to explain and communicate, especially when the intended audience is the general public and the true environment is richer than the simple model consider here. Simpler forms of forward guidance, such as “we will keep the policy rate at zero for the next $x$ years” or “we will do whatever it takes to bring unemployment down to $z$ percent” may thus be more effective than complex rules for reasons left outside the analysis.

Nevertheless, the aforementioned extension also suggests a new perspective on policy rules more broadly. Consider, in particular, the literature on optimal Taylor rules for monetary policy. This literature has focused on how such rules can regulate the response of the economy to shocks in fundamentals such as preferences, technology, and monopoly markups when the policymaker cannot directly condition the policy instrument on such shocks. Our own result, instead, indicates how such rules can serve a entirely new function: regulating the impact of bounded rationality. The application of this insight to the class of richer, dynamic models considered in that literature seems an interesting direction for future research.

### 8.6 The sign of $\gamma$ and the policy objective

We finally discuss the roles played two other elements of our framework: the restriction $\gamma > 0$ and the assumed policy objective.

---

25In fact, as $\gamma \to 1$, the optimal value for $B$ explodes to $\infty$, recovering our extreme form of target communication as the unconstrained optimal choice. Similarly, $\gamma \to 0$ recovers instrument communication.
The restriction $\gamma > 0$, imposed throughout the analysis, is consistent with the liquidity-trap application, where the GE effect of monetary policy adds to its PE effect. But it rules out environments in which the GE effects of taxes or other policies offset their PE effect. This includes situations in which agents compete for fixed resources and can be captured in the micro-founded, investment example introduced in Section 2 by letting labor supply be sufficiently inelastic relative to the aggregate demand externality. Had we allowed for this scenario, the games induced by both forms of forward guidance would display strategic substitutability, but the substitutability would be milder with instrument communication (i.e., $\delta_Y < \delta_r < 0$). The basic intuition about reducing the “bite” of strategic consideration suggests that instrument communication should be necessarily optimal when $\gamma < 0$ and, hence, that our main result (Theorem 1) should remain intact. Appendix G verifies this claim this is true provided an additional, sensible assumption about the maximum possible distortion.

Turning to the policymaker’s objective, we observe that the shock, $\theta$, that enters this objective does not enter conditions (1) and (2). This restriction may be at odds with applications, in which the first best typically depends on fundamentals such as preferences and technology that directly affect agents’ behavior for given policy. Put differently, our model equates $\theta$ to a pure externality.

This assumption was suitable for our purposes because it let us disentangle two mechanisms. The first, which is of interest to us, is the communication of different policy commitments and the associated regulation of the agents’ strategic interaction and thereby of the equilibrium bite of any mistakes the make in predicting the behavior of others. The second, which is the topic of the literature on the social value of information that follows Morris and Shin (2002), regards the revelation of information about fundamentals that affect the agents’ behavior even in the absence of strategic interaction, or more generally holding fixed that interaction. The difference of these two mechanisms is further highlighted by the fact that, as already noted, communication of $\theta$ per se is neither relevant nor effective in our setting. A hybrid of the two may be interesting, but is beyond the scope of this paper.

The assumed policy objective also imposes that the first best is obtained in the frictionless benchmark, i.e., bounded rationality is the only distortion. This simplification is sufficient, but not strictly needed for our normative conclusions. The following analogy is useful. Consider the sticky-price model of Correia, Nicolini and Teles (2008). Even though the true first best is not attainable, the relevant “ideal point” for the Ramsey planner is one that minimizes the welfare bite of nominal rigidity because the latter does not substitute for missing tax instruments. We suspect that the same logic applies in our context, with “bounded rationality” in place of “nominal rigidity.”

Finally, our analysis has assumed that the policymaker has full commitment so as to separate our contribution from a literature that studies how different policy regimes influence the market’s ability to detect policy deviations and, thereby, the severity of the time-inconsistency problem (Atkeson, Chari and Kehoe, 2007). That said, it is interesting to note the following. In our rational expectations

26That said, it would be useful to extend the analysis to settings in which the opposite scenario holds. Our positive results regarding the effect of bounded rationality on implementability could continue to apply, but their normative implications would change if that distortion could be used to offset another distortion.
benchmark, the assumption of commitment was not relevant because even in the absence of it the policymaker implements the same \((\tau, Y')\) pair. But once we depart from this benchmark, the ex post optimal policy strategy does not coincide with the ex ante one, because and only because of the mistakes agents make in predicting one another’s responses to the policy. This illustrates how bounded rationality can itself be a source of time inconsistency—an idea that we leave open for future research.

9 Conclusion

What is the best way to manage expectations? Should a policymaker announce and commit to the intended value of the available policy instrument, such as the Federal Funds rate, or the target for the relevant economic outcome, such as employment?

We pose this question in a stylized model in which agents form mis-specified beliefs, either anchored to a reference point or subject to erratic impulses. Our main result is a sharp dependence of the optimal communication strategy on the GE feedback between aggregate outcomes and individual actions. Fixing outcomes instead of instruments is optimal if and only if this feedback is sufficiently high, as in a model of high aggregate demand externalities or a steep Keynesian cross.

Why? Instrument communication pins down expectations of the policy instrument itself, but leaves agents to predict, or reason about, the determination of aggregate outcomes. Target communication does the opposite, leaving agents to predict what policy will support the announced outcome. Which strategy is preferred depends on the relative cost of mistakes for each type of reasoning. High GE feedbacks, which make outcome expectations more essential for decisions (and associated mistakes more costly), tilt the balance toward directly communicating those outcomes.

Put more succinctly, the optimal form of forward guidance minimizes agents’ need to “reason about the economy” precisely because this reasoning produces distortions.

Along the way, we uncovered additional insights, such as how Taylor rules can play a new role in regulating the bite of bounded rationality. But our analysis remained too stylized to give fully satisfying answers. We also took for granted the desirability of minimizing the distance of the equilibrium outcomes from their rational-expectations counterparts. But one could imagine situations with one distortion offsetting another—for instance, anchored beliefs offsetting financial amplification. Last but not least, we abstracted from the possibility of multiple instruments and/or multiple policy goals. Each of these issues merits a more complete investigation.
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A Proofs

Proof of Proposition 5

The relationship between action $K$ and announcement $\hat{X}$, as derived in the main text, is the following:

$$K = \frac{1 - \delta_X}{1 - \lambda \delta_X} \hat{X}$$

Instrument communication. As shown in Proposition 5,

$$\mu_\tau(\lambda, \gamma) = \left(1 - \alpha + \alpha \frac{1 - \delta_\tau}{1 - \lambda \delta_\tau}\right)^{-1}$$

Clearly, for $\delta_\tau \equiv \alpha \gamma \in (0, 1)$, as implied by $\gamma \in [0, 1]$ and $\alpha \in (0, 1)$, $(1 - \delta_\tau)/(1 - \lambda \delta_\tau) \in [0, 1]$ and $\mu_\tau^{-1} \in [0, 1]$ and $\mu_\tau \geq 1$. 
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Further, \( \partial \mu^{-1}_r / \partial \lambda > 0 \) given \( \delta_r \in (0, 1) \) and \( \partial \mu_r / \partial \lambda = -(\mu_r)^{-2} \partial \mu^{-1}_r / \partial \lambda < 0 \).

When \( \delta_r < 0 \), we can have \( \mu_r < 1 \). A sufficient condition for this is \( \gamma < 0 \), or negative GE feedback.

**Target communication.** Let \( b \) denote the responsiveness of the action to the announcement, \( \partial K / \partial \bar{Y} \).

In general, the slope of the implementability constraint is

\[
\mu_Y(\lambda, \gamma) = \frac{1 - \alpha b}{1 - \alpha} = \frac{1 - \lambda \delta_y - \alpha(1 - \delta_y)}{(1 - \alpha)(1 - \lambda \delta_y)}
\]

(23)

Given that \( \delta_Y \leq 0 \), we know that \( b \geq 1 \) and hence \( \mu_Y \leq 1 \).

To check the derivative with respect to \( \lambda \), note that

\[
\frac{\partial b}{\partial \delta_Y} = -\frac{\delta_y(\delta_y - 1)}{(1 - \lambda \delta_y)^2} > 0
\]

and \( \partial \delta_Y / \partial \gamma = \alpha / (1 - \alpha) > 0 \) and \( \partial \mu_Y / \partial b = -\alpha / (1 - \alpha) < 0 \). Thus, by the chain rule, \( \partial \mu_Y / \partial \gamma < 0 \).

**Further results**

**Lemma 4** (Sign of \( \mu_Y \)). \( \mu_Y > 0 \) if and only if \( \lambda \geq \alpha \) or \( \gamma > \frac{1 + \alpha(\lambda - 2)}{\alpha(\lambda - \alpha)} \).

*Proof.* Note that \( \mu_Y \in [0, 1] \) when \( b \in [1, 1/\alpha] \) and \( \mu_Y < 0 \) when \( b > 1/\alpha \). This reduces to to

\[
\gamma \alpha(\lambda - \alpha) < 1 - \alpha(2 - \lambda)
\]

Let’s consider three cases of this. First, assume that \( \lambda > \alpha \). Some algebraic manipulation yields the condition

\[
\gamma < 1 + \frac{(1 - \alpha)^2}{\alpha(\lambda - \alpha)}
\]

which is obviously true for any \( \gamma < 1 \). Thus no more restrictions are required.

Next, consider \( \lambda = \alpha \). The condition becomes

\[
\alpha(2 - \alpha) < 1
\]

which is always true for \( \alpha = \lambda \in (0, 1) \).

Finally, consider \( \lambda < \alpha \). In this case, the condition is

\[
\gamma > \frac{1 + \alpha(\lambda - 2)}{\alpha(\lambda - \alpha)}
\]

Note that the right-hand-side is less than 0 if \( \lambda > 2 - \frac{1}{\alpha} \). Hence we used this as a sufficient condition for \( \mu_Y > 0 \) for all \( \gamma \geq 0 \).

**Lemma 5.** Assume that \( \mu_Y > 0 \) and \( \alpha \gamma < 1 \). Then \( \mu_r > \mu_Y \).
Proof. As long as $\mu_Y > 0$, we can show that $\mu_\tau > \mu_Y$. Written out in terms of parameters, this condition is:

$$\frac{1 - \lambda \alpha \gamma}{(1 - \alpha)(1 - \lambda \alpha) + \alpha (1 - \alpha \gamma)} \geq \frac{1 + \frac{\lambda \alpha (1 - \gamma)}{1 - \alpha} - \alpha \frac{1 - \alpha \gamma}{1 - \alpha}}{1 - \alpha + \lambda \alpha (1 - \gamma)}$$

Given that $\mu_Y > 0$, the left denominator is positive. The other three terms are necessarily positive. Thus an equivalent statement, after cross-multiplying, is the following:

$$(1 - \lambda \alpha \gamma)(1 - \alpha + \lambda \alpha (1 - \gamma)) \geq \left(1 - \lambda \alpha \gamma + \frac{\alpha (1 - \alpha \gamma)}{1 - \alpha}\right) (1 - \alpha + \lambda \alpha (1 - \gamma) - \alpha (1 - \alpha \gamma))$$

Subtracting like terms from each side, and dividing by $\alpha > 0$, yields the following condition:

$$(1 - \lambda)(1 - \alpha \gamma) \geq 0$$

Hence $\lambda < 1$ and $\alpha \gamma < 1$ are a sufficient condition for $\mu_\tau > \mu_Y$, and either $\lambda = 1$ or $\alpha \gamma = 1$ are a sufficient condition for $\mu_\tau = \mu_Y$. \qed

Proof of Proposition 6

Limit cases. At $\gamma = 1$, the slope given instrument communication is

$$\mu_\tau(\lambda, 1) = \left(1 - \alpha + \alpha \frac{1 - 0}{1 - \lambda \cdot 0}\right)^{-1} = \frac{1}{1 - \alpha} > 1.$$  

Meanwhile, the slope with target communication is

$$\mu_Y(\lambda, 1) = 1$$

At the other extreme $\gamma = 0$, the slope given target communication is

$$\mu_Y(\lambda, 0) = \frac{1 - \alpha \frac{1 - \lambda}{1 - \alpha}}{1 - \alpha (1 - \alpha)}$$

This is less than one if and only if $1 - \alpha < (1 - \lambda) / (1 - \alpha) < \alpha^{-1}$ or $(1 - \alpha)^2 < 1 - \lambda < (1 - \alpha) \alpha$. This is implied by the arguments of Proposition 5.

With instrument communication at $\gamma = 0$, the slope is $\mu_\tau(\lambda, 0) = ((1 - \alpha) + \alpha \cdot 1)^{-1} = 1$.

Derivative of $\mu_\tau$ with respect to $\gamma$. For fixed $\lambda$, we can calculate first a derivative of the inverse slope with respect to the interaction parameter

$$\frac{\partial \mu_\tau^{-1}(\lambda, \gamma)}{\partial \delta_\tau} = -\frac{\alpha (1 - \lambda)}{(1 - \lambda \gamma)^2}$$

which is unambiguously negative for $\lambda < 1$. The interaction parameter $\delta_\tau := \alpha \gamma$ increases with $\gamma$. Thus, by the chain rule, $\partial \mu_\tau / \partial \delta_\tau = -(\mu_\tau)^{-2}(\partial \mu_\tau^{-1} / \partial \delta_\tau)(\partial \delta_\tau / \partial \gamma) > 0$. 
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Derivative of $\mu_Y$ with respect to $\gamma$. For fixed $\lambda$, the partial derivative with respect to $\delta_Y$ is
\[
\frac{\partial \mu_Y}{\partial \delta_Y} = \frac{\alpha(1-\lambda)}{(1-\alpha)(1-\lambda\delta_Y)^2} > 0
\]
The interaction parameter $\delta_Y \equiv (\gamma - 1)\alpha/(1-\alpha)$ increases with $\gamma$. Hence $\partial \mu_Y / \partial \gamma > 0$. Note that this argument made no reference to the fact that $\mu_Y \geq 0$.

**Proof of Theorem 1**

Let $r \equiv \tau/\theta$. The problem is, up to scale,
\[
\min_{\mu \in \{\mu_r(\lambda), \mu_Y(\lambda)\}, r \in \mathbb{R}} (1 - \chi)(r - 1)^2 + \chi(r/\mu - 1)^2
\]
We can concentrate out the parameter $r$ with the following first-order condition
\[
r^*(\mu) := \frac{\mu^2(1-\chi) + \mu\chi}{\mu^2(1-\chi) + \chi}
\]
(24)
In this quadratic problem, the first-order condition is sufficient. We can further deduce that, given $\chi \in (0, 1)$, $r^*/\mu > 1$ for $\mu \in [0, 1]$, $r^*/\mu < 1$ for $\mu > 1$, and $r^*/\mu = 1$ for $\mu = 1$. Further, $r > 0$ as long as $\mu > 0$.

Let $L(\mu)$ denote the loss function evaluated at this optimal $r^*$. Note that, from the envelope theorem, $\partial L/\mu = -2 \cdot \chi \cdot r^* \cdot (r^*/\mu - 1)/\mu^2$. Combined with the previous expression for $r^*$, this suggests that $\partial L/\mu = 0$ when $\mu = 1$, $\partial L/\partial \mu > 0$ when $\mu > 1$, and $\partial L/\partial \mu < 0$ when $\mu \in [0, 1]$.

Finally, let $L_\tau$ and $L_Y$ denote the value of the loss function evaluated at $r^*(\mu)$ and, respectively, $\mu_\tau$ and $\mu_Y$. For fixed $\lambda$ and $\alpha$, we let $L_r(\gamma)$ and $L_Y(\gamma)$ denote these losses as function of $\gamma$. Note that, by the chain rule, $\partial L_r/\partial \gamma = \partial L_r/\partial \mu \cdot \partial \mu_r/\partial \gamma$ and $\partial L_Y/\partial \gamma = \partial L_r/\partial \mu \cdot \partial \mu_Y/\partial \gamma$. We will argue that these functions cross exactly once at some $\tilde{\gamma}$, the critical threshold of GE feedback.

From here, we branch off the analysis for different domains of the parameters.

**Simplest case.** Consider the first parameter case covered in Lemma 4.

Note that $L_\tau(0) = L_Y(1) = 0$ and both functions are strictly positive elsewhere, by normalization. Since these functions are continuous, there exists (at least one) crossing point $\tilde{\gamma} \in [0, 1]$ such that $L_\tau(\tilde{\gamma}) = L_Y(\gamma)$.

In particular, $L_\tau(\gamma)$ is strictly increasing and $L_Y(\gamma)$ is strictly decreasing on the domain $\gamma \in (0, 1)$. By the previous argument, to show $\partial L_r/\partial \gamma > 0$ and $\partial L_Y/\partial \gamma < 0$, it suffices to show that $\partial \mu_r/\partial \gamma > 0$, $\partial \mu_Y/\partial \gamma > 0$, and $\mu_\tau > 1 > \mu_Y$. All three are established in Proposition 5.

**Possibility of $\mu_Y < 0$.** Now let us assume $\lambda < 2 - 1/\alpha$. There now exists a threshold
\[
\underline{\gamma} \equiv \frac{1 + \alpha(\lambda - 2)}{\alpha(\lambda - \alpha)} \in [0, 1)
\]
such that, for $\gamma < \underline{\gamma}$, $\mu_Y < 0$. For $\gamma \in [\underline{\gamma}, 1]$, we can apply the same logic as previously. It remains to show that instrument communication is optimal for $\gamma \in [0, \underline{\gamma})$.  
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First, note that \( \partial L_Y / \partial \gamma \leq 0 \) as long as \( r^*(\mu_Y) \geq 0 \). The latter is true as long as \( \mu_Y \geq -\chi/(1 - \chi) \), which also implicitly defines a threshold \( \bar{\gamma} \) since \( \mu_Y \) increases strictly in \( \gamma \). Clearly the previous argument works for \( \gamma \in [\bar{\gamma}, 1] \), and it remains only to check \( \gamma \in [0, \bar{\gamma}] \).

On this domain, \( \partial L / \partial \mu > 0 \) since \( r^*(\mu_Y) < 0 \). But we also know that \( \lim_{\mu \to -\infty} L(\mu) = \chi \). This can be verified by direct calculation, or intuited by noticing that \( \lim_{\mu \to -\infty} r^*(\mu) = 1 \). Since \( \mu_Y \) strictly increases in \( \gamma \), it follows that \( L_Y(\gamma) > \chi \) for \( \gamma \in (-\infty, \bar{\gamma}) \). Meanwhile, a similar argument for \( \mu > 1 \) (with \( \lim_{\mu \to -\infty} L(\mu) = \chi \) and \( \partial L / \partial \mu > 0 \)) suggests that \( L_r(\gamma) < \chi \) for \( \gamma \geq 0 \). This shows that \( L_Y(\gamma) > \chi > L_r(\gamma) \) on this domain and thus instrument communication is strictly preferred.

It is worth pointing out that the limiting arguments for \( \mu \) are “loose,” since both \( \mu_r \) and \( \mu_Y \) have finite limits:
\[
\begin{align*}
\lim_{\gamma \to -\infty} \mu_r &= \mu_{r,-\infty} \equiv \frac{\lambda}{\lambda + (1 - \lambda)\alpha} \in (0, 1) \\
\lim_{\gamma \to -\infty} \mu_Y &= \mu_{Y,-\infty} \equiv \frac{\lambda(1 - \alpha/\lambda)}{\lambda(1 - \alpha)}
\end{align*}
\]

**Proof of Proposition 10**

Because the typical agent believes that only a fraction \( \sigma \) of the population heard the actual message \( \hat{X} \), whereas the remaining fraction heard the distorted message \( \hat{X} + \varepsilon \), her second-order belief is given by \( E_i[\mathbb{E}[X]] = \hat{X} + (1 - \sigma)\varepsilon \). By induction, the \( h \)-th order average belief is given by
\[
\mathbb{E}^h[X] = \hat{X} + a_h\varepsilon
\]
with \( a_1 = 0 \) and \( a_h = \sigma a_{h-1} + (1 - \sigma) \) for \( h \geq 2 \). Finally, combining the above with (18) yields
\[
E_i[K] = \hat{X} + \frac{1 - \sigma}{1 - \sigma \delta_X} \varepsilon,
\]
which verifies that \( \varepsilon \) introduces waves of optimism and pessimism about the response of others to the policy announcement.

How does the form of forward guidance interact with the new friction considered here? Using condition (28) in the best-response condition (10), we get
\[
K = \hat{X} + \frac{\delta_X(1 - \sigma)}{1 - \sigma \delta_X} \varepsilon,
\]
from which it is evident that the form of forward guidance regulates not only the magnitude but also the sign of the effect of \( \varepsilon \) on \( K \). Proceeding in a similar manner as in Section 5, we then reach the following characterization of the implementability constraints faced by the policymaker.

**Instrument communication.** Recall that
\[
\psi = -\frac{\alpha^2 \gamma(1 - \sigma)}{1 - \sigma \alpha \gamma}
\]
For \( \gamma \in [0, 1] \) and \( \sigma \in [0, 1] \), the numerator is non-negative. Additionally, given \( \alpha \in (0, 1) \), the denominator is strictly positive. Hence \( \psi \leq 0 \) on this domain.
The partial derivative with respect to $\gamma$ is the following:

$$
\frac{\partial \psi}{\partial \gamma} = -\frac{\alpha^2(1-\sigma)}{(1-\sigma\alpha\gamma)^2} < 0
$$

so this function is decreasing for all values of $\gamma$. More transparently, the numerator of $|\psi|$ always increases and the denominator always decreases as $\gamma$ increases.

**Target communication.** Recall that

$$
\psi_Y = \frac{\alpha(1-\alpha)(1-\gamma)(1-\sigma)}{1-\alpha(1-\sigma(1-\gamma))}
$$

This is positive given the assumed parameter restrictions. By direct calculation, the derivative is

$$
\frac{\partial \psi_Y}{\partial \gamma} = -\frac{\alpha(1-\alpha)^2(1-\sigma)}{(1-\alpha(1-\sigma(1-\gamma)))^2} < 0
$$

**Proof of Theorem 2**

**Loss function.** Conditional on instrument communication, the policymaker chooses a message $\hat{\tau}$ so that

$$
\hat{\tau} \in \arg \min_{\tau} \int L(\tau, \tau - \psi, \theta) \phi(\varepsilon) \, d\varepsilon,
$$

where $\phi$ is the p.d.f. of the belief shock. Conditional on target communication, the policymaker instead chooses a message $\hat{Y}$ so that

$$
\hat{Y} \in \arg \min_{Y} \int L(Y + \psi, Y, \theta) \phi(\varepsilon) \, d\varepsilon.
$$

In both cases, the applicable implementability constraint has already been incorporated in the objective and the integration over $\varepsilon$ captures the restriction that the message cannot be contingent on $\varepsilon$. The optimal mode of communication is then determined by comparing the minimal losses obtained by the solution to the above two problems.

Because of the quadratic specification of $L$ and the Gaussian specification of the $\varepsilon$ shock, it is straightforward to solve for the message and the policymaker's loss in each case. With instrument communication, the policymaker picks $\hat{\tau} = \theta$ and obtains a loss equal to $L_\tau \equiv \chi \text{Var}[Y - \theta] = \chi \psi_\tau^2$, for all $\theta$. With target communication, on the other hand, the policymaker picks $\hat{Y} = \theta$ and obtains a loss equal to $L_Y \equiv (1-\chi)\text{Var}[Y - \theta] = (1-\chi)\psi_Y^2$, for all $\theta$. It follows that, regardless of $\theta$, target communication is preferred to instrument communication if and only if $L_Y < L_\tau$, or equivalently $(1-\chi)\psi_Y^2 < \chi \psi_\tau^2$.

**Comparative statics.** It is straightforward to deduce from the expressions for $(\psi_\tau, \psi_Y)$ and from Proposition 10 that the following are true:

1. $\frac{\partial \mathcal{L}_\tau}{\partial \gamma} = 2\chi \psi_{\tau}(\partial \psi_\tau / \partial \gamma) \geq 0$, $\mathcal{L}_\tau(0) = 0$, and $\mathcal{L}_\tau(1) > 0$. 
2. \( \partial L_Y / \partial \gamma = 2(1 - \chi)\psi_Y (\partial \psi_Y / \partial \gamma) \leq 0 \), \( L_Y(0) > 0 \), and \( L_Y(1) = 0 \).

It follows that there exists as single crossing point \( \hat{\gamma} \in (0, 1) \) such that instrument communication is preferred for lower \( \gamma \) and target communication is preferred for higher \( \gamma \).

**Proof of Proposition 8**

The critical GE feedback threshold satisfies \( L_Y(\hat{\gamma}) = L_Y(\hat{\gamma}) \). Plugging directly into the loss function produces a quadratic equation for the threshold. Of the two roots, the following one is in the correct domain \( \gamma \in [0, 1] \):

\[
\hat{\gamma} = \left( 1 - \alpha(1 - \chi \alpha)(1 - \lambda) + \alpha(\alpha - 2\lambda - 2\alpha(1 - \lambda)\chi + (1 - \alpha(1 - \lambda)(1 - \alpha\chi))^2)^{\frac{1}{2}} \right)^{-1}
\]

With this expression, we can do analytical comparative statics.

**Policy parameter \( \alpha \).** The partial derivative \( \partial \hat{\gamma} / \partial \alpha \), up to a strictly positive constant \( C \), is

\[
\frac{\partial \hat{\gamma}}{\partial \alpha} \cdot C = (1 - 2\alpha\chi) \left( 1 - \frac{\alpha(1 - \lambda)(1 - \alpha\chi)}{\sqrt{(\alpha(1 - \lambda)(1 - \alpha\chi))^2 + (1 - \alpha)^2}} \right)
+ \frac{1 - \alpha}{\sqrt{(\alpha(1 - \lambda)(1 - \alpha\chi))^2 + (1 - \alpha)^2}}
\]

First, consider the case of \( 2\alpha\chi < 1 \). It remains to show that the term in parenthesis is positive. A sufficient condition for this is

\[ 1 - 2\alpha(1 - \lambda)(1 - \alpha\chi) - \alpha(2\alpha(1 - \lambda)\chi + 2\lambda - \alpha) > 0 \]

Canceling out terms, the above reduces to \( (1 - \alpha)^2 > 0 \), which is trivially true for all \( \alpha \in (0, 1) \). Thus \( \hat{\gamma} \) decreases with \( \lambda \).

Next, consider the case \( 2\alpha\chi > 1 \). We can re-write the expression as

\[
\frac{\partial \hat{\gamma}}{\partial \alpha} \cdot C = (1 - \alpha\chi)^2 \left( 1 - \frac{\alpha(1 - \lambda)(1 - \alpha\chi)}{\sqrt{(\alpha(1 - \lambda)(1 - \alpha\chi))^2 + (1 - \alpha)^2}} \right)
+ \frac{1 - \alpha + (\alpha\chi)^2}{\sqrt{(\alpha(1 - \lambda)(1 - \alpha\chi))^2 + (1 - \alpha)^2}} - (\alpha\chi)^2
\]

Note that the large denominator is bounded by \( \sqrt{\alpha^2 + (1 - \alpha)^2} \) and also bounded by one. Thus we can show that all terms are positive, and \( \partial \hat{\gamma} / \partial \alpha > 0 \).

**Attentive fraction \( \lambda \).** Up to a (different) positive constant, the relevant partial derivative is

\[
\frac{\partial \hat{\gamma}}{\partial \lambda} \cdot C = \frac{\alpha(1 - \lambda)(1 - \alpha\chi)}{\sqrt{(\alpha(1 - \lambda)(1 - \alpha\chi))^2 + (1 - \alpha)^2}} - 1
\]

By the intermediate step of the previous argument, this is negative and thus \( \gamma \) decreases with \( \lambda \).
**Output gap parameter** \( \chi \). The relevant partial derivative (up to a constant) is equal to the previous one:

\[
\frac{\partial \hat{\chi}}{\partial \chi} = \frac{\partial \hat{\chi}}{\partial \lambda}
\]

Hence we know it is negative, and \( \hat{\chi} \) decreases with \( \chi \).

## B Micro-foundations

In this appendix we spell out the details of two micro-foundations that can be nested in our framework. The first is the neoclassical economy introduced in the setup of our framework (Section 2). The second is the stylized New Keynesian economy mentioned in our discussion of forward guidance (Section 8.1).

### B.1 A neoclassical economy with aggregate demand externalities

Here we fill in the details of the micro-founded example discussed in the main text. The set up was described in Section 2, p.2. Here, we solve the model and explain how it is nested in our abstract framework.

**Solution.** It is easiest to solve this model backward in time.

In period 2, the final goods producer’s demand for intermediates is the following:

\[
p_i = \eta (1 - r) Q X^\rho x_i^{-\rho}
\]

where \( X \) is the CES aggregator of the individual \( x_i \). This implies that the revenue for the entrepreneur has the following form:

\[
p_i \cdot x_i = \alpha (1 - r) Y \left( \frac{x_i}{X} \right)^{1-\rho} = \alpha (1 - r) X^{\eta+\rho-1} N^{1-\eta} x_i^{1-\rho}
\]

Profits scale more with aggregate investment \( X \) when \( \rho \) is high (high complementarity and high demand externality).

Labor supply has the following form:

\[
w = (1 + \phi) N^\phi
\]

Labor demand is set by the final-goods firm:

\[
w = (1 - \eta) (1 - r) \frac{Q}{N}
\]

which decreases in the tax rate (or increases in the subsidy).

In period 1, the entrepreneur invests until the marginal return on capital is one:

\[
1 = E_i \left[ \frac{\partial (x_i \cdot p_i)}{x_i} \right]
\]
The first-order condition re-arranges to

$$x_i^\rho = \eta(1 - \rho)\mathbb{E}i[(1 - r)X^{\eta + \rho - 1}N^{1 - \eta}]$$  \hspace{1cm} (30)$$

Investment solves this fixed-point equation.

**REE benchmark.** Assume rational expectations with no uncertainty. In equilibrium, the agent will conjecture that $x_{-i} = x_i \equiv X$. Since everything is now known, we can pull $X$ out of the expectation and solve to get

$$X_i = X = (\eta(1 - \rho))^{\frac{1}{1 - \rho}}(1 - r)^{\frac{1}{1 - \rho}}N$$

It is immediate that output is linear in labor:

$$Q = X^nN^{1 - \eta} = (\eta(1 - \rho))^{\frac{n}{1 - \rho}}(1 - r)^{\frac{n}{1 - \rho}}N$$

Setting labor supply to labor demand gives

$$N = \left(\frac{1 - \eta}{1 - \phi}\right)^{\frac{1}{1 + \phi}}(1 - r)^{\frac{1}{1 + \phi}}Q^{\frac{1}{1 + \phi}}$$

and plugging that back into the equation for output gives

$$Q = \left(\frac{1 - \eta}{1 - \phi}\right)^{\frac{1}{1 + \phi}}(\eta(1 - \rho))^{\frac{n}{1 - \rho}}\left(1 - r\right)^{\frac{n}{1 - \rho}}\left(1 + \phi\right)^{\frac{1}{1 + \phi}}$$

From this point, we can also solve for output as a function of investment $X$. Crucially, none of the exponents (i.e., elasticities) depend on the value of $\rho$: only the constants (levels) do.

**Log-linear approximation.** Now consider a more general model in which agents do not form rational expectations, because of either limited information or various behavioral biases. The fixed-point equation 30 can no longer be solved without expectations. To make progress, we will take log-linear approximations around $r = 0$. Let $(\bar{Q}, \bar{N}, \bar{X})$ denote output, labor, and investment evaluated at this point. Let $Y = \log Q - \log \bar{Q}$ and and $n = \log N - \log \bar{N}$ be log deviations of the first two quantities. Further, define $k_i = \frac{1 + \eta \phi}{1 + \phi}(\log x_i - \log \bar{X})$ and $\tau = \frac{1 + \phi}{\phi(1 - \eta)}\log(1 - r)$ be convenient monotonic transformations of investment and the tax, respectively, and $K = \int k_i \, di$ be the aggregate (log deviation) rescaled investment.

Aggregate production is log-linear:

$$Y = \frac{\eta(1 + \phi)}{1 + \eta \phi}K + (1 - \eta)n$$

Equilibrium labor is

$$n = \frac{1}{1 + \phi}Y + \frac{\phi(1 - \eta)}{(1 + \eta \phi)(1 + \phi)^{\tau}}$$
Combining these two expressions yields the following expression for output as a function of investment and policy:

\[ Y = (1 - \alpha) \tau + \alpha K \]  

with

\[ \alpha = \frac{\eta(1 + \phi)^2}{(\eta + \phi)(1 + \eta \phi)} \]  

The direct effect of policy, with weight \( 1 - \alpha \), comes entirely through the expansion of labor demand. Unsurprisingly, this effect is strongest when the capital share of output \( \eta \) is relatively small.

Let us now turn to the investment decision (30). To a log-linear approximation, it is

\[ \log x_i - \log \bar{X} = \left(1 - \frac{1-\eta}{\rho}\right) \mathbb{E}[\log X - \log \bar{X}] + \frac{1-\eta}{\rho} \mathbb{E}[n] + \frac{1}{\rho} \mathbb{E}[\log(1-r)] \]

After substituting in equilibrium labor, rescaling investment and taxes, and approximating aggregate investment, we get

\[ k_i = (1 - \gamma) \mathbb{E}[\tau] + \gamma \mathbb{E}[Y] \]  

for feedback parameter

\[ \gamma = \frac{(1 + \eta \phi)(\rho(\eta + \phi) - \phi(1-\eta))}{\eta \rho (1 + \phi)^2} \]  

For all \( \phi > 0, \rho \in (0, 1), \) and \( \eta \in (0, 1), \) this parameter is in the relevant domain \((-\infty, 1].\) A higher aggregate demand externality always corresponds to a larger feedback:

\[ \frac{\partial \gamma}{\partial \rho} = \frac{(1-\eta)(1 + \eta \phi)\phi}{\eta \rho^2 (1 + \phi)^2} > 0 \]

For fixed \((\phi, \eta),\) \( \gamma \) reaches its maximum value \( \tilde{\gamma} = (1 + \eta \phi)/(1 + \phi) \) when \( \rho = 1. \) This exactly corresponds with unscaled investment equalling expected output: \( x_i = \mathbb{E}_i[Y]. \)

The feedback parameter is positive if and only if

\[ \rho > \frac{\phi(1-\eta)}{\phi + \eta} \]

This is more likely (true for a larger sub-domain of \( \rho \in [0, 1]) \) when the capital share is relatively high or the disutility of labor is relatively low. In both cases, the competition between firms over scarce labor resources is less severe.

**B.2 A New Keynesian economy**

Here we describe our example of a stylized New Keynesian economy during a liquidity trap. We first set up the economy and then show how to map it to our abstract framework. As noted in the main text, this nesting depends on strong, simplifying assumptions. The goal is only to facilitate an appealing interpretation of our insights. A careful adaptation of our analysis to the full New Keynesian model is beyond the scope of this paper.
Set-up. Consider a simplified version of the textbook New Keynesian model, with perfectly rigid prices and no capital. There are countably infinite periods, indexed by \( t \in \{0, 1, 2, \ldots \} \). As in the abstract model, period 0 exists only to index the time of forward guidance. Periods 1 and 2 will be most relevant for our analysis: \( t = 1 \) corresponds to the liquidity trap, when the zero lower bound is binding; and \( t = 2 \) to the phase right after the liquidity trap, when the central bank may keep the interest rate below the natural rate in an attempt to stimulate spending during the trap. The “infinite future” thereafter plays no essential role, it only define the phase in which the economy reverts to steady state and nothing interesting happens.

There is a unit measure of consumers, each of which consumes \( C_{i,t} \) of the good and has the following utility function:

\[
U_{i,t} = E_i \left[ \sum_{t=1}^{\infty} \beta_t \log C_{i,t} \right]
\]

for \( \beta_t = \exp(-\sum_{j=1}^{t} \rho_j) \). Each consumer also faces a standard flow budget constraint in terms of her asset level \( A_{i,t} \), income \( Y_{i,t} \), and real interest rate \( R_t \):

\[
C_{i,t} + R_{t}^{-1} A_{i,t} = A_{i,t-1} + Y_{i,t}
\]

The assets are in zero net supply. Income is commonly shared among all agents, so \( Y_{i,t} \equiv Y_t \).

A monetary authority controls the real interest rate \( R_t \). Output is completely demand determined, or \( \int C_{i,t} \ di = Y_t \).

For all \( t \geq 2 \), the subjective discount rate is \( \rho_t = \bar{\rho} > 0 \) and the gross natural rate of interest is \( \bar{R} = \exp(\bar{\rho}) > 1 \). At \( t = 1 \), the discount rate is negative (\( \rho_1 = \bar{\rho} < 0 \)) and the corresponding gross natural rate is less than 1. The zero lower bound becomes binding, or \( R_1 = 1 \), and the monetary authority cannot restore the flexible-price (and efficient) level of output. It can, however, set the interest rate in the period after after exiting the liquidity trap at a level below the natural rate, namely \( R_2 \in [1, \bar{R}] \). By offering forward guidance at \( t = 0 \) about what it will do at \( t = 2 \), the monetary authority may thus influence consumer spending and output during the liquidity trap.

The authority may announce either the post-trap interest rate, \( R_2 \), or a target for output (to be defined clearly later). Consumers, however, may have mis-specified beliefs about each other’s attentiveness to the announcement. We assume that this affects beliefs at \( t = 1 \) but not at \( t = 2 \), at which point the interest rate and level of output become common knowledge.

Key equilibrium conditions. Let all lowercase variables now be in log deviations from the steady state in which \( R = \bar{R} \).

The consumption of agent \( i \) at time \( t \) can be expressed as the following function of current and future interest rates, income, and discount rate shocks

\[
c_{i,t} = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E[y_{t+j}] + \beta \sum_{j=0}^{\infty} \beta^j E[-(r_t - (\rho_t - \bar{\rho}))]
\]
where $\beta = \exp(-\rho)$ is the steady-state discount factor. This expression is obtained by substituting the lifetime budget constraint into the consumer’s Euler equation for inter-temporal decisions. It can also be interpreted, absent any micro-foundation, as a reduced-form “permanent income consumption function”: agents consume fraction $1 - \beta$ of the present discounted value of their income, with further adjustment based on the interest rate and patience shock.

Let us first derive consumption and income at $t = 2$. We assume that, at this point, all agents have the same (rational) expectations. Furthermore, in our construction of a liquidity trap, we have assumed that the economy returns to a steady state of $c_t = y_t \equiv 0$ and $\rho_t = \bar{\rho}$ for $t \geq 2$. Condition ((35)) now gives consumption as a function of contemporaneous income and the next period interest rate:

$$c_{i,2} = (1 - \beta)E_i[y_2] + \beta E_i[-r_2]$$

Imposing market clearing and rational expectations gives $c_2 = y_2 = -r_2$. Let us assume that these equilibrium relations are known to all agents in period 0.

Now we can solve for consumption in period 0. The same consumption function, given that the interest rate $r_1$ equals $-\rho$ in deviation from the steady state, reduces to the following:

$$c_{i,1} = (1 - \beta)E_i[y_1 + \beta y_2] + \beta^2 E_i[-r_2] + \beta(\bar{\rho} - \rho)$$

(36)

**Mapping to the abstract model.** Let

$$Y = \frac{y_1 + \beta y_2}{1 + \beta}$$

be a measure of output during and right after the liquidity trap, $K \equiv c_1$ be consumer spending during the trap, and $\tau \equiv -r_2$ be the negative of the interest rate right after the trap. Because $y_2 = -r$, we can re-write the definition of $Y$ in the following form:

$$Y = \frac{\beta}{1 - \beta} \tau + \frac{1}{1 - \beta} K$$

which matches condition ((1)) in our abstract framework for $\alpha = \frac{1}{1 - \beta}$. The direct effect of policy occurs at $t = 2$. Condition ((36)), on the other hand, can be written, up to a constant, as

$$K_I = \beta^2 E_i[\tau] + (1 - \beta^2)E_i[Y]$$

which matches condition ((2)) in our abstract framework for $\gamma = 1 - \beta^2$. The GE complementarity is highest when agents are relatively impatient. With richer micro-foundations, this may correspond to longer horizons (Angeletos and Lian, 2018) or tighter liquidity constraints (Farhi and Werning, 2019).

Unlike what was the case in our neoclassical investment example, the present example has the “unpleasant” property that one deep parameter controls both of the reduced-form parameters $\gamma$ and $\alpha$. In particular, as $\beta$ gets smaller, the GE feedback gets stronger ($\gamma$ increases), which favors target communication; but the central bank’s ability to honor output commitments also gets weaker ($1 - \alpha$...
falls), which favors instrument communication. Which force dominates for the comparative static is a quantitative question, which our stylized model is not fitted to address. Our insights about the size and direction of belief distortions, though, remain true. In particular, the central bank always obtains an amplified response to forward guidance if it announces an output target rather than an interest rate target.

C Level-k Thinking and Reflective Equilibrium

Fix a finite number \( k \in \mathbb{N} \), with \( k \geq 1 \), and a mode of communication \( X \in \{ \tau, Y \} \). Let \( K = b_{X,k} \hat{X} \) be the equilibrium value of \( K \) when the announcement is \( \hat{X} \) and all agents compute to order \( k \). The coefficient \( b_{X,k} \) is obtained from evaluating the following recursion up to order \( h = k \):

\[
b_{X,h} = 1 - \delta_X + \delta_X b_{X,j-1},
\]

with initial point given by \( b_{X,0} = 0 \). Because an agent of level \( k \) believes that other agents are of level \( k - 1 \), the expectations of \( K \) that support the behavior \( K = b_{X,k} \hat{X} \) are given by \( \mathbb{E}_i[K] = b_{X,k-1} \hat{X} \).

Now define \( \lambda_{X,k} = b_{X,k}/b_{X,k-1} \). This is essentially the ratio between realized \( K \) and expected \( K \). It is straightforward to check that our anchored beliefs specification replicates the level-k outcomes if and only if \( \lambda = \lambda_{X,k} \).

For instrument communication, \( \lambda_{\tau,k} \) is bounded above by 1 and decreases in \( k \). For target communication, \( \lambda_{Y,k} \) switches sides of one for even and odd levels of thinking: \( \lambda_{Y,k} < 1 \) for even \( k \), \( \lambda_{Y,k} > 1 \) for odd \( k \). As noted in the main text, this oscillatory pattern is a familiar, unappealing property of Level-k Thinking in games with strategic substitutability, which is avoided by our anchored specification.

This property can also be “smoothed out” by a variant solution concept, called Reflective Equilibrium, which was proposed by Garcia-Schmidt and Woodford (2019). We next show how to adapt that concept to our framework and how to obtain an equivalence to our main specification.

For any \( b \in \mathbb{R} \), let \( B(b;X) \equiv 1 - \delta_X + \delta_X b \) capture the best response played under the belief that other agents play \( b \hat{X} \). Let \( T \in \mathbb{R}_+ \) and define “agents of cognitive depth \( T \)” as those who expect others to play \( b_X(T) \hat{X} \), where \( b_X(T) \) is obtained by solving the following ODE up to \( t = T \):

\[
\frac{db_X(t)}{dt} = B(b_X(t);X) - b_X(t)
\]

with initial condition \( b_X(0) = 0 \). Then, actual behavior is given by \( K = b_X(T) \hat{X} \), where \( b_X(T) \equiv B(b_X(T);X) \).

Had \( t \) been a Natural number, the above ODE would have to be replaced by the difference equation

\[ b_X(t+1) = B(b_X(t);X), \]

which is precisely the recursion that defines Level-k Thinking. This explains the sense in which the solution concept defined above is a “smooth” or “continuous” variant of Level-k Thinking.
Because $-1 < \delta_Y < 0 < \delta_x < +1$, it is immediate to verify that this concept satisfies the following properties:

1. For every finite $T$, instrument communication ($X = \tau$) yields $0 < b_\tau(T) < b^{*}_\tau(T) < 1$, whereas target communication yields $0 < b_T(T) < 1 < b^*_T(T)$, with 1 standing for the REE counterpart. This means that the two modes of communication display opposite distortions (attenuation for instrument communication, amplification for target communication), exactly as in our anchored beliefs specification.

2. Second, $b^*_\tau(T)$ is increasing in $T$, $b^*_T(T)$ is decreasing in $T$, and $b^*_\tau(T)$ and $b^*_T(T)$ converge to 1, the former from below and the latter from above, as $T \to \infty$. That is, the distortion under either mode of communication decreases with the depth of reasoning and vanishes as this depth becomes infinite.

Clearly, these properties mirror those of our anchored beliefs specification. Furthermore, if we fix either mode of communication, we have that the outcomes under cognitive depth $T$ are replicated by our anchored beliefs specification with $\lambda = b_X(T)/b^*_\tau(T) \in (0, 1)$, and vice versa. This explains the sense in which the two approaches are equivalent.

The only subtlety is that the mapping from $T$ to $\lambda$ depends on the value of $\delta_X$ and thereby on the mode of communication. This subtlety, however, is of no consequence for our purposes: Theorem 1 directly extends to the present solution concept, that is, for any given $T \in (0, \infty)$, there exists a threshold $\tilde{\gamma} \in (0, 1)$ such that the distortion under instrument communication exceeds that under target communication, and hence target communication is optimal, if and only if $\gamma < \tilde{\gamma}$.

**D Adding More Shocks**

Our baseline model included exogenous shocks to the preferences of the policymaker but excluded such shocks from conditions (1) and (2). This is without loss of generality if the other shocks are common knowledge and observed by the policymaker. These assumptions are extreme, but common in the Ramsey policy paradigm. In our context, they guarantee that implementability results remain true provided that the quantities $(\tau, Y)$ are re-defined to be “partialed out” from the extra shocks.

A more plausible scenario, perhaps, is that other shocks are unobserved and the policymaker cannot condition on them. This introduces into our analysis similar considerations as those in Poole (1970). The latter focused on how two different policies—fixing the interest rate or fixing the money supply—differed in their robustness to external shocks. Primitive shocks (to supply and demand) had different effects on the policy objective (output gap) depending on the slope of the model equations and the policy choice. Poole could do comparative statics of optimal policy in these slopes as well as the relative variance of the shocks.

Such “Poole considerations” can be inserted into our framework and will naturally affect the choice between fixing $\tau$ and fixing $Y$. However, such consideration matter even in the REE benchmark and,
roughly speaking, are “separable” from the mechanism we have identified in our paper. We make this point clearer with a few examples in the sequel.

D.1 Shocks to output

Consider now a model in which output contains a random component:

\[ Y = (1 - \alpha)\tau + \alpha K + u, \]

where \( u \) is drawn from a Normal distribution with mean 0 and variance \( \sigma_u^2 \), is orthogonal to \( \theta \), and is unobserved by both the policymaker and the private agents. In this case, announcing and committing to a value for \( Y \) stabilizes output at the expense of letting the tax distortion fluctuate with \( u \). Conversely, announcing and committing to a value for \( \tau \) stabilizes the tax distortion at the expense of letting output fluctuate with \( u \). It follows that, even in the frictionless benchmark (\( \lambda = 1 \)), the policymaker is no more indifferent between the two. In particular, target communication is preferable if and only if the welfare cost of the fluctuations in \( Y \) exceeds that of the fluctuations in \( \tau \), which is in turn is the case whenever \( \chi \) is high enough.

The above scenario has maintained the assumption that the ideal level of output is \( Y^{\text{fb}} = \theta \). What if instead we let \( Y^{\text{fb}} = \theta + u \)? This could correspond to a micro-founded business-cycle model in which technology shocks that have symmetric effects on equilibrium and first-best allocations. Under this scenario, it becomes desirable to let output fluctuate with \( u \), which in turn implies that, in the frictionless benchmark, instrument communication always dominates target communication. A non-trivial trade off between the two could then be recovered by adding unobserved shocks to the tax distortion. The optimal strategy is then determined by the relative variance of the two unobserved shocks and the relative importance of the resulting fluctuations, along the lines of Poole (1970).

While these possibilities are interesting on their own right, they are orthogonal to the message of our paper. Indeed, the shock considered above does not affect the strategic interaction of the private agents under either mode of communication: Lemmas 1 and 2 remain intact. By the same token, when \( \lambda = 1 \), the sets of the implementable \((\tau, Y)\) pairs remain invariant to \( \gamma \), even though they now depend on the realization of \( u \). It then also follows that, as long as \( \lambda = 1 \), the optimal mode of communication does not depend on \( \gamma \). But as soon as \( \lambda < 1 \), the implementability sets and the optimal mode of communication start depending on \( \gamma \), for exactly the same reasons as those explained before: a higher \( \gamma \) increases the bite of strategic uncertainty under instrument communication and decreases it under target communication, thus also tilting the balance in favor of the latter as soon as one departs from the frictionless benchmark.

D.2 Measurement errors and trembles

The same logic as above applies if we introduce measurement errors in the policymaker’s observation of \( \tau \) and \( Y \), or equivalently trembles in her control of these objects. To see this, consider a variant of
our framework that lets the policymaker control either \( \tilde{\tau} \) or \( \tilde{Y} \), where

\[
\tilde{\tau} = \tau + u_{\tau}, \quad \tilde{Y} = Y + u_Y,
\]

and the \( u \)'s are independent Gaussian shocks, orthogonal to \( \theta \), and unpredictable by both the policymaker and the private agents. Instrument communication now amounts to announcing and committing to a value for \( \tilde{\tau} \), whereas target communication amounts to announcing and committing to a value for \( \tilde{Y} \).

By combining the above with condition (1), we infer that, under both communication modes, the following restriction has to hold:

\[
\tilde{Y} = (1 - \alpha)\tilde{\tau} + \alpha K + \hat{u},
\]

where

\[
\hat{u} \equiv -(1 - \alpha)u_{\tau} + u_Y.
\]

At the same time, because the \( u \)'s are unpredictable, the best response of the agents can be restated as

\[
k_i = (1 - \gamma)E_i[\tilde{\tau}] + \gamma E_i[\tilde{Y}].
\]

This maps directly to the version with unobserved shocks just discussed above if we simply reinterpret \( \tilde{\tau}, \tilde{Y}, \) and \( \hat{u} \) as, respectively, the actual tax rate, the actual level of output, and the unobserved output shock.

To sum up, the presence of unobserved shocks and measurement error can tilt the optimal strategy of the policymaker one way or another in manners already studied in the literature that has followed the lead of Poole (1970). This, however, does not interfere with the essence of our paper’s main message regarding the choice of a communication strategy as a means for regulating the impact of strategic uncertainty and the bite of the considered forms of bounded rationality.

E Communicating other objects

Our initial focus on communicating \( \tau \) or \( Y \) seemed natural for applications. But, for completeness, we should also check whether it would be wiser either to communicate directly the realized value of \( \theta \), or to commit to a target for the aggregate action \( K \).

E.1 First-best target \( \theta \)

Consider the first scenario. In this scenario, the policymaker is picking, and committing on, a mapping from \( \theta \) to \( \tau \) or \( Y \), but does not tell this mapping to the agents. Instead, she only tells them what \( \theta \) is. In other words, the policymaker tells the agents what he would like to achieve, but not the way she is going after it.

As already noted, such communication implements the first best under rational expectations. Because REE imposes a unique mapping from \( \theta \) to both \( \tau \) and \( Y \), and the agents know that mapping,
there is no need for the policymaker to communicate it. Away from that benchmark, however, many such mappings can be part of an equilibrium and, as a result, communicating merely \( \theta \) does not necessarily pin down the agents’ beliefs about either the policy or the outcome. In particular, there exists an equilibrium that replicates instrument communication, as well as an equilibrium that replicates target communication.

### E.2 Aggregate action \( K \)

Consider next the scenario in which the policymaker communicates a target for \( K \). This option may be impractical if \( K \) stands for a complex set of decisions that is hard to measure. But even abstracting from such measurement issues, this option may not be viable—or at least it is not well-posed in our model.

Consider in particular the specification studied in Section 5 and let the policymaker announce and commit to a value \( \hat{K} \) for aggregate investment. Assume that first-order beliefs about investment are correct (\( \mathbb{E}[K] = \hat{K} \)) and higher-order beliefs are anchored toward zero (\( \mathbb{E}^h[K] = \lambda^{h-1}\hat{K} \)). For the announcement to be fulfilled in equilibrium, it must be the case that

\[
\hat{K} = (1 - \delta_X)\mathbb{E}[X] + \delta_X \mathbb{E}[K] = (1 - \delta_X)\mathbb{E}[X] + \delta_X \hat{K}
\]

for either fundamental \( X \in \{\tau, Y\} \). The only first-order beliefs compatible with this announcement, then, are \( \mathbb{E}[\tau] = \mathbb{E}[Y] = \mathbb{E}[K] = \hat{K} \): on average (and, in fact, uniformly), agents believe that equilibrium will be \( \tau = Y = K \). This is an ideal scenario for the policymaker.

It turns out, however, that a rational agent who doubts the attentiveness of others will doubt that other agents play the announcement, or that \( K = \hat{K} \). If a given agent \( i \) thinks that agent \( j \) plays \( k_j = \hat{K} \), she is implicitly taking a stand on agent \( j \)'s beliefs about \( \tau \) and \( Y \). Specifically, agent \( i \) believes that agent \( j \) is following her best response (here, written with \( X = \tau \)), namely

\[
\mathbb{E}_i[k_j] = (1 - \delta_r)\mathbb{E}_i\mathbb{E}_j[\tau] + \delta_r\mathbb{E}_i\mathbb{E}_j[K]
\]

We have assumed that \( \mathbb{E}_i[k_j] = \hat{K} \) and \( \mathbb{E}_i\mathbb{E}_j[K] = \lambda\hat{K} \). This produces the following restriction on second-order beliefs about \( \tau \):

\[
\mathbb{E}_i\mathbb{E}_j[\tau] = \frac{1 - \lambda\delta_r}{1 - \delta_r} \hat{K}.
\]

This has a simple interpretation: to rationalize aggregate investment being \( \hat{K} \) despite the fact that fraction \( (1 - \lambda) \) of agents were inattentive to the announcement, agent \( i \) thinks that a typical other agent has over-forecasted the policy instrument \( \tau \).

At the same time, agent \( i \) knows that, like himself, all attentive agents expect \( \tau \) to coincide with \( \hat{K} \). And since agent \( i \) believes that the fraction of attentive agents is \( \lambda \), the following restriction of second-order beliefs also has to hold:

\[
\mathbb{E}_i\mathbb{E}_j[\tau] = \lambda\hat{K}.
\]
When $\lambda = 1$ (rational expectations), the above two restrictions are jointly satisfied for any $\hat{K}$. When instead $\lambda < 1$, this is true only for $\hat{K} = 0$. This proves the claim made in the text that, as long as $\lambda < 1$, there is no equilibrium in which is infeasible to announce and commit to any $\hat{K}$ other than 0 (the default point).

In a nutshell, the problem with communicating $K$ is that the policymaker has no direct control over it. From this perspective, output communication worked precisely because the policymaker had some plausible commitment. Agents could rationalize $Y = \hat{Y}$ regardless of their beliefs about $K$ because there always existed some level of $\tau$ that implemented $\hat{Y}$. We alluded to the failure of this mechanism as $\alpha \to 1$, and the direct effect of policy vanished, in our baseline model (Section 5.6).

We could bypass this issue, of course, by giving the policymaker an instrument $z$ that directly affects investment decisions (e.g., replace the best response with $k_i = (1-\alpha)\mathbb{E}_i[\tau] + \alpha\mathbb{E}_i[Y] + z$. But this could bypass the issue of interest: instead of trying to influence $K$ by manipulating the expectations of $\tau$ and $Y$, the policymaker could just use $z$ to directly control $K$ regardless of these expectations. It is the absence of such an instrument that justifies the focus on “managing expectations” as a relevant policy tool.

### F Linear policy rules

Throughout this paper, we have not directly addressed the issue of credible commitment. The previous discussion highlights that our analysis may have subtle interactions with commitment problems. Indeed, agents’ (higher-order) beliefs about commitment problems may be crucial. We leave the formal investigation of this topic to future work.

The choice between instrument and target communication remains a choice of “extremes.” One could imagine a more sophisticated strategy in which the policy maker announces and commits to a policy rule of the following type:

$$\tau = A - BY$$

(39)

where $(A, B)$ are free parameters. In the context of monetary policy, of course, this expression is a familiar Taylor rule.

Instrument communication can then be nested with $B = 0$ and $A = \hat{\tau}$, for arbitrary $\hat{\tau}$; and target communication can be though as the limit in which $B \to \infty$ and $A/B \to \hat{Y}$, for arbitrary $\hat{Y}$. Away from these two extremes, the policymaker’s strategy is indexed by the pair $(A, B)$ and policy communication amounts to the announcement of this pair, as opposed to a fixed value for either $\tau$ or $Y$.

For reasons outside our model, such feedback rules may be hard for the agents to comprehend and may therefore be less effective than the two extremes considered so far. We suspect that, in many real-world situations, there is a gain in conveying a sharp policy message of the form “we will keep interest rates at zero for 8 quarters” or “we will do whatever it takes to bring unemployment down to 4%,” as opposed to communicating a complicated feedback rule. This explains why we a priori found it more interesting to focus on the two extremes.
Having said that, it is useful to explore how such policy rules work within our model. The key insights survive and, in fact, their scope expands: once one deviates from rational expectations, such policy rules play a function not previously identified in the literature and akin to that identified in the preceding analysis.

Consider first the rational expectations benchmark (as in Section 3). In this benchmark, the additional flexibility afforded by this class of policy rules is entirely useless, because the first best was already attained by the two extremes. Furthermore, our earlier irrelevance result directly extends: not only for the first best, but also for any other point in \( A^* \), there exist a continuum of values for \( (A, B) \) that implement it as part of an REE. The only subtlety worth mentioning is that such an REE may fail to be the unique equilibrium if \( B < -1 \). The logic is similar to the one underlying the Taylor principle.

To understand these properties, solve (39) and (1) jointly for \( \tau \) and \( Y \) and substitute the solution into (2) to obtain the following game representation:

\[
k_i = \zeta(A, B; \alpha, \gamma) + \delta(B; \alpha, \gamma) \mathbb{E}_i[K]
\]

where

\[
\zeta(A, B; \alpha, \gamma) = \frac{(1 - \alpha \gamma) A}{1 + (1 - \alpha) B} \quad \text{and} \quad \delta(B; \alpha, \gamma) = \frac{\alpha (\gamma - B (1 - \gamma))}{1 + (1 - \alpha) B}.
\]

It is then evident that \( B \) controls the slope of the best responses and \( A \) their intercept. When \( B < -1 \), the policy induces a game of strategic complementarity in which the slope exceeds 1, opening the door to multiple equilibria. When instead \( B \in (-1, \frac{1}{1 - \gamma}) \), the slope is positive but less than one.

And when \( B > \frac{1}{1 - \gamma} \), the slope becomes negative, which means that the policy rule induces a game of strategic complementarity. Finally, it is clear that, for any value of \( K \), there exist a continuum of \( (A, B) \) that induces this \( K \) as the fixed point of (40).

Consider now the case with anchored beliefs (as in Section 5). The extra flexibility afforded by the policy rules now becomes relevant: by varying \( A \) and \( B \), the planner can induce a wide range of outcomes beyond those contained in \( A_\tau \) and \( A_Y \). What is more, there actually exist a subclass of policy rule that replicates \( A^* \), namely the set of outcomes that are attained under rational expectations. This subclass is given by setting \( B \) such that \( \delta(B; \alpha, \gamma) = 0 \), or equivalently \( B = \frac{\gamma}{1 - \gamma} \), and letting \( A \) vary in \( \mathbb{R} \). Intuitively, setting \( B \) so that \( \delta(B; \alpha, \gamma) = 0 \) completely eliminates the need for the agents to forecast, or calculate, the behavior of others, which in turn guarantees that the distortion on the set of implementable vanishes regardless of \( \lambda \). By varying \( A \), the policymaker can then span the set \( A^* \). And by picking \( A \) so that \( \zeta(A, B; \alpha, \gamma) = \theta \), she can implement the first best,\(^{27}\)

We summarize these lessons in the following result.

**Proposition 11.** Suppose that the policymaker can announce and commit on a policy rule as in (39) and let Assumptions 1 and 3 hold with \( X = (A, B) \).

When \( \lambda = 1 \) (rational expectations), the first best is implemented with any \( (A, B) \) such that \( B > -1 \) and \( A = (1 + B) \theta \).

\(^{27}\) Clearly, this logic extends to the variants with Level-k Thinking and erratic beliefs.
When instead $\lambda < 1$ (anchored beliefs), the first best is implemented if and only

$$B = \frac{\gamma}{1 - \gamma} \quad \text{and} \quad A = \frac{\theta}{1 - \gamma}.$$ 

At first glance, this result may appear to dilute our take-home message: a more sophisticated strategy than the ones studied in the main body of our paper completely eliminates the problem. However, this property is fragile in the following sense. When the policymaker is uncertain about the structure of the economy, in particular about the values of $\gamma$, the values of $B$ and $A$ obtained above are also uncertain. The first best is therefore unattainable when $\lambda < 1$, even though it remains attainable under rational expectations.

Most importantly, our take-home message survives in the following two keys senses. First, the optimal strategy is indeterminate under rational expectations ($\lambda = 1$), whereas it is determinate with anchored beliefs ($\lambda < 1$). And second, for any $\lambda < 1$, a stronger GE effects calls for a policy rule that has a steeper slope with respect to $Y$ and, in this sense, looks closer to target communication. In fact, in the limit as $\gamma \to 1$, the optimal policy rule has $B \to -\infty$ and $B/A \to \theta$, which is the same as the target communication with $\hat{Y} = \theta$.

We thus interpret Proposition 11 as a complement to our main analysis, not a sign that the choice between instrument and target communication was too narrowly framed. Proposition 11 also offers a new perspective on Taylor rules. The pertinent literature has focused on two functions: how the slope of the Taylor rule can induce a unique equilibrium; and how it must be designed if the policymaker cannot directly condition the intercept of the Taylor rule on the underlying fundamentals. The first issue maps to our discussion above about setting $B > -1$ as is know as the Taylor principle. The second issue is a modern variant of Poole (1970). Our own result brings up a completely different function: the role of such rules in regulating the distortionary effects of bounded rationality.

This function extends to common-prior settings that maintain rational expectations but allow for higher-order uncertainty. This is because policy rules that regulate the agents’ strategic interaction also regulate the impact that any “belief wedge” (any gap between first- and higher-order beliefs) has on actual outcomes regardless of whether this wedge represents a departure from rational expectations or a rich enough informational friction. We view this point as another facet of the insights developed in the earlier sections of our paper.

G Other parameter cases

G.1 Negative GE feedback ($\gamma < 0$)

The entire analysis has presumed a positive GE feedback ($\gamma > 0$). We now briefly discuss the case with a negative GE feedback ($\gamma < 0$). In this case, $K$ depends negative on expectations of $Y$. This may capture situations in which agents compete for finite resources, with higher output corresponding to higher prices and hence lower consumption or investment (see the micro-foundation of Section 2 for
an example). Both modes of communication now induce a game of strategic substitutes. In particular, the game of substitutes is more “severe” under target communication, or $\delta_Y < \delta_T < 0$.

How does translate to the optimal communication policy? Consider first the anchored beliefs model. If we make parameter assumptions to rule out the case $\mu_Y < 0$, which involves policy moving in the opposite direction of output, it is easy to show in the anchored beliefs model that instrument communication is strictly preferred to target communication for any $\gamma < 0$. To achieve the same result more generally, we need further assumptions on the loss function. The following Theorem elaborates on the technical details:

**Theorem 3.** For any $\lambda < 1$, there exists some threshold $\hat{\gamma} < 0$ such that instrument communication is strictly preferred for $\gamma \in [\hat{\gamma}, 0]$. Further, if $\mu_Y > 0$ (as per the conditions of Lemma 4) or $\chi < 1/2$, $\hat{\gamma} = -\infty$.

**Proof.** First, maintain Lemma 4 and its assumptions. Note that the second case (“more general”) of the proof of the previous section does not use $\gamma > 0$. Hence the result is proved for $\hat{\gamma} = -\infty$ in this case.

Now relax those assumptions. Our best bound on the loss with target communication, for $\mu_Y < 0$, is $\min\{L(\mu_Y, -\infty), 1 - \chi\}$, or the minimum loss between the $\gamma \to -\infty$ limit and the $\mu = 0$ extreme. $L_T(\gamma)$ decreases smoothly on $\gamma \in (-\infty, 0]$ and is bounded above by $L(0) = 1 - \chi$. If $L(\mu_Y, -\infty) > 1 - \chi$, it follows that $\gamma = -\infty$ again. Since $L(\mu_Y, -\infty) > \lim_{\mu \to -\infty} L(\mu) = \chi$, it follows that sufficient condition is $\chi > 1 - \chi$ or $\chi > 1/2$.

Otherwise there must exist some $\hat{\gamma} < 0$ above which $L_T(\gamma) < \chi$ and below which $L_Y(\gamma) > \chi$. We know for sure that instrument communication is optimal for $\gamma > \hat{\gamma}$ and target communication is optimal for $\gamma \in (-\infty, \hat{\gamma})$. ☐

In the model with erratic beliefs, we can similarly rank the size of the “wedges” in the implementability constraint

**Proposition 12.** For any values of $\alpha \in (0, 1)$, $\sigma \in [0, 1)$, and $\gamma \leq 0$, $\psi_Y > \psi_T > 0$.

**Proof.** It is obvious from the expressions why the values are positive. To see their relative size, note that $\psi_T = -\alpha g(\delta_T)$ and $\psi_Y = -\alpha g(\delta_Y)/(1 - \alpha)$ for $g(\delta) \equiv \delta(1 - \sigma)/(1 - \sigma \delta)$. Note that $g(\delta)$ is non-positive and increasing for $\delta < 0$, and $\delta_Y < \delta_T \leq 0$ for $\gamma \leq 0$. Thus $\delta_T = -\alpha g(\delta_T) < -\alpha g(\delta_Y) < -\alpha g(\delta_Y)/(1 - \alpha) = \psi_Y$. ☐

For optimal policy, however, the policymaker’s relative preference for where this wedge goes (in the instrument or outcome gap) will always matter. More specifically, in contrast to the anchored beliefs model, there is no tool to shift the distortion between gaps (setting $r$). Thus, even though $\psi_Y^2 > \psi_T^2$ unambiguously for all $\gamma < 0$, there exists a large enough weight on the output gap ($\chi$) such that target communication is still preferred. Of course if the weights are equal or lower on the output gap ($\chi \leq 1/2$), instrument communication will be strictly preferred.
G.2 Extreme substitutability ($\delta_X < -1$)

Most of our analysis restricts $\alpha < \frac{1}{2-\gamma}$ so as to guarantee that $-1 < \delta_X < 1$ for both modes of communication. This allows the characterization of beliefs and behavior by repeated iteration of the best responses. In particular, in Section 4 it guarantees that the joint of Assumptions 1 and 2 replicates the REE benchmark; in Section 6, it guarantees that the Level-k outcome converges to the REE outcome as agents become “infinitely rational” ($k \to \infty$); and in Sections 5 and 7, it guarantees that Assumptions 3 and 4 yield the corresponding PBE outcomes.

When the aforementioned restriction is violated, our main lessons continue to apply as long as one focuses directly on the relevant REE and PBE outcomes. For instance, take the case studied in Section 5 and recast it in terms of heterogenous priors. Except for the degenerate case in which $\alpha = \frac{1}{2-\gamma}$, or $\delta_Y = -1$, there exists a unique linear PBE and it is such that all the results of that section apply regardless of whether $\alpha > \frac{1}{2-\gamma}$ or $\alpha < \frac{1}{2-\gamma}$. What is lost is only the “global stability” of this outcome, in the sense that the fixed point is no more obtainable as the limit of iterated best responses.