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Abstract
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1 Introduction

Forward guidance is not comprehensive. Even if a central bank can shape expectations about future interest rates, it remains up to the public to predict the consequences for aggregate demand. Under what circumstances is it better to do the opposite, anchoring expectations about a specific outcome and leaving the public to ponder the supporting policy?

During the Great Recession, many central banks faced such a choice. In December 2012, the Federal Reserve famously switched from providing a timeline over which rates would remain near zero to highlighting a 6.5% target for unemployment.¹ Earlier that same year, ECB President Mario Draghi provided perhaps the purest example of target-based communication: a commitment to do “whatever it takes” to save the Euro. This statement is widely credited with restoring market confidence despite a lack of clarity about the policy instruments that would support this target—or perhaps because of it.²

This paper offers a new gauge for when to optimally sacrifice clarity about instruments for clarity about targets—and hence also a new rationale for why the previously mentioned communication strategies may have been timely. We introduce a meaningful policy trade-off over the public’s expectations of policy instruments and policy outcomes by relaxing the rational-expectations solution concept: there is a bound on the public’s depth of knowledge or depth of rationality. People consequently make mistakes in reasoning about others’ behavior and hence about the policy’s general equilibrium (GE) effects.

The policymaker cannot eliminate these mistakes. The challenge is to convince a public that has the “wrong model” about how policy works to nonetheless do the “right thing.” Our main result is that this is achieved by switching from instrument-based to target-based forward guidance, or from anchoring the public’s expectations of interest rates to anchoring its expectations of unemployment, when GE feedback loops intensify, as they would during a severe liquidity trap.

Framework. We employ an abstract, minimalistic model in order to convey the main insights as transparently as possible. But we also nest a micro-foundation of the following context. The economy is in a recession at the zero lower bound (ZLB). Aggregate demand depends on expectations of future interest rates and aggregate income. Aggregate income, in turn, is demand-determined. The resulting feedback loop between income and spending, or the Keynesian cross, is an example of the GE mechanism we have in mind. A financial accelerator, or positive feedback loop between asset prices and demand, is another.

Conventional monetary policy is unavailable but the central bank can offer a policy commitment for the future. Such “Odyssean” forward guidance can take one of two forms: instrument communication or target communication. The former means a commitment to keep interest rates low until a certain date or engage in quantitative easing (QE) of a certain size. The latter means a credible promise to “do whatever it takes” to achieve a certain target for aggregate employment or income.³

¹The target regime is sometimes called the “Evans rule,” in reference to its strong advocate, Charles Evans. The exact statement involved targets also for inflation, but the spotlight was on unemployment; see the discussion in Section 2.4.
²The Draghi example is sometimes associated with the logic of selecting the “no bank run” equilibrium in models with multiple, self-fulfilling equilibria. Although this is not the route taken here, we later discuss how our approach can be viewed as an extension of that logic to unique-equilibrium models once we relax the rational expectations solution concept.
³Following Campbell et al. (2012), the literature refers to the communication of pure commitments as “Odyssean” forward
A rational-expectations benchmark and beyond. Consider a benchmark in which agents have common knowledge of everything, including one another’s rationality and the policymaker’s plan. In this “textbook” benchmark, agents know the correct equilibrium mapping between policy and economic outcomes and have no doubts about such knowledge. Along with the simplifying assumption of no future shocks, this precludes a meaningful policy trade-off between anchoring expectations of the instrument (interest rates) and anchoring expectations of the target (unemployment). The public flawlessly reasons back and forth between these two objects, without any consequence on implementability and welfare.

By direct implication, the instrument-versus-target choice is irrelevant under rational expectations. This irrelevance is essentially a translation into our setting of the equivalence of the primal and dual versions of rational-expectations policy problems (Chari and Kehoe, 1999). In the particular problem studied here, rational expectations also achieves the first best.  

We depart from this benchmark by limiting agents’ depth of knowledge and/or rationality. People make mistakes when (and only when) trying to reason through the equilibrium relation between policy, aggregate behavior, and macroeconomic outcomes. The policymaker cannot eliminate these mistakes but can regulate where their footprint is largest—on the expectations of the policy instrument or the expectations of the outcome—via the form of forward guidance.

Results. Our main lesson is that the optimal communication strategy shifts focus from instruments to targets when the GE feedback is positive and large enough relative to the corresponding partial-equilibrium (PE) effect. This builds on a few intermediate results, which we explain next.

We start by explaining why and how the instruments-versus-targets choice matters away from rational expectations. By committing to different future policy reactions, instrument and target communication induce sharply different strategic interactions within the private sector. In the former case, agents play a game of strategic complements: when an agent expects the others to spend less for a given path of interest rates, she responds less herself because she expects lower aggregate income. In the latter case, everything flips: conditional on an announced employment or GDP target, an agent that expects higher aggregate spending also expects tighter monetary policy in the future, which reduces the incentive to spend.

That such different strategic considerations balance out to the same behavior in standard policy problems is a knife-edge consequence of infinitely deep knowledge and rationality. Away from this case, the strategic considerations instead determine how any given error in the public’s equilibrium reasoning influences its actual behavior and thereby the policymaker’s implementability constraint. And the more salient such considerations are in people’s decisions, the larger the distortion caused by any given error in equilibrium reasoning, or any bias in beliefs about others.

guidance—with the alternative, “Delphic” forward guidance, being contaminated with signal extraction about the state of the economy. We are concerned exclusively with the former type, but allow the policymaker to choose from a set of different kinds of commitments. In the baseline analysis, this set consists of the two stark strategies described above. In Section 8, it is unrestricted.

4This isolates the departure from rational expectations as the only source of inefficiency, which is ideal for our theoretical purposes. Our liquidity-trap application, however, allows for the additional distortion caused by nominal rigidity and the ZLB.

5“Depth of knowledge” relates to what agents think others believe (and so on, to higher orders). “Depth of rationality” refers to whether agents think others are rational (and so on, to higher orders). Sections 4.1 and 6.2 fill in the details.

6With rational expectations, the policymaker can anchor both expectations. Without, at least one has to be wrong.
The observable content of this insight depends on the direction of error in people’s reasoning. In our preferred specification, the error originates from a “crisis of confidence”: people doubt others’ awareness and readiness to act. In a close variant, they are “boundedly rational” in the sense of Level-k Thinking. Both stories amount to the same direction of error: people are underestimating others’ response to forward guidance. Such a friction is the core common element of Angeletos and Lian (2018), Farhi and Werning (2019), Gabaix (2019) and Garcia-Schmidt and Woodford (2019), a topical literature that we discuss below.\footnote{Such a friction is also consistent with the kind of “shallow” reasoning observed in laboratory experiments (Nagel, 1995; Crawford, Costa-Gomes and Iriberri, 2013) and salient features of macroeconomic expectations detected in surveys (Coibion and Gorodnichenko, 2012, 2015; Bordalo et al., 2018; Kohlhas and Broer, 2018). See Sections 4.1 and 6.3 and Appendix D for a discussion of the mapping between the theory and the evidence, and of the different roles of noise and non-rationality.}

Underestimating others’ response yields \textit{under-reaction} in games of strategic complementarity and \textit{over-reaction} in games of strategic substitutability. It follows that, under the preferred specification, the power of forward guidance, as measured by the inverse of the change in interest rates needed to implement a given change in aggregate spending, is attenuated under instruments and amplified under targets.\footnote{In our abstract model, both attenuation and amplification are “bad” because of the assumption that rational expectations yields the first best. This logic is qualified for the ZLB context in due course.}

This highlights that the distortion flips \textit{sign} with the form of guidance. But what is crucial for determining the optimal policy is the \textit{size} of the distortion, not its sign. Consider, in particular, how the size of the distortion varies with the underlying GE feedback, or the slope of the Keynesian cross. A greater reliance of individual spending on aggregate income makes the game induced by instrument communication \textit{more} strategic and the game induced by target communication \textit{less} strategic, in the sense of requiring more or less reasoning about the behavior of others. It follows that high GE feedback exacerbates the distortion under instrument communication and eases it under target communication.

Importantly, the last insight is true even if the belief bias is of the opposite direction than that assumed above: letting people overestimate the others’ response flips the signs of the distortions under both forms of guidance, but does not upset the comparative static of their sizes with respect to GE feedback.

We thus reach our main result, which is robust across various specifications of the primitive friction: when GE feedback loops get strong enough, the optimal communication strategy switches for instruments to targets, or from anchoring expectations of interest rates to anchoring expectations of income.

\textbf{Forward guidance at the ZLB.} The finding that our preferred specification of the friction attenuates the power of instrument-based forward guidance is basically the same as the related common finding of Angeletos and Lian (2018), Farhi and Werning (2019), Garcia-Schmidt and Woodford (2019), and Gabaix (2019). But whereas these works study exclusively instrument-based guidance, the discussion at the Federal Reserve largely regarded the question of whether a switch to target-based guidance would make a difference. In this context, we make four contributions.

First and foremost, we offer a gauge for determining when to \textit{optimally} switch to target-based guidance: once Keynesian multipliers are sufficiently large. In our stylized micro-foundation, this is the case when the marginal propensity to consume out of income is large enough. In more sophisticated models, the right timing may correlate with widespread financial distress and deflationary spirals.
Second, we qualify the aforementioned works' lesson about the ineffectiveness of forward guidance in the presence of bounded rationality: forward guidance may still be powerful, albeit in a different form.

Third, we offer a formal backdrop for discussions of “clarity” and “public interpretation.” These notions are front-and-center in retrospectives by Blinder (2018) and Feroli et al. (2017), discussions of the latter by then Fed Governor Jerome H. Powell (2016) and then San Francisco Fed President John C. Williams (2016), and the now public transcripts of the December 2012 FOMC meeting. Under the lens of our analysis, these notions are formalized as follows. Instrument communication offers clarity about interest rates at the expense of letting agents miscalculate, and possibly disagree on, the policy’s implications for employment and income. The converse is true with target communication. Such as a trade-off in anchoring different expectations seems consistent with evidence provided by Andrade et al. (2019) and Ehrmann et al. (2019) from the recent ZLB experience. And the optimal policy minimizes misinterpretation in the sense that it minimizes the effect of bounded rationality on implementability and welfare.

Finally, we offer a new perspective on what the Fed's 2012 pivot to target-focused language may have accomplished. Although this switch seems to have been motivated by the Fed's uncertainty about the date at which it could start lifting interest rates, it is anyone's guess how much of this uncertainty had to do with the economy's “hard” fundamentals versus the question of when “confidence” would be restored. Both kinds of uncertainty can justify the switch, but, as we shall explain, only the second predicts that the switch increased policy effectiveness and possibly shortened the time spent at the ZLB.

The last prediction is, of course, highly speculative. But under the lens of our analysis, it is a logical extension of the apparent effectiveness of Mario Draghi's “whatever it takes” speech.

**Robustness.** As already noted, our main lesson is robust to whether people under- or over-estimate the responses of others. The same applies to a third specification with purely random mistakes in equilibrium reasoning. By the same token, a policymaker who suspects that the public “does not understand GE” but is not sure of the precise mis-specification thereof could still apply our main result.

Our analysis focuses on the possibility that people make mistakes when trying to reason through the GE effects of policy, but abstracts from the possibility that people may also be inattentive to forward guidance. To the extent that such inattention is rational, it only redefines the rational-expectations point relative to which the policymaker's objective is centered and leaves our main result unaffected.\(^9\)

Our main result is also robust to introducing measurement error, uncertainty about the future, and lack of sufficient state-contingency in policy commitments. These elements, which are the common focus of the classic by Poole (1970) and the modern literature on optimal Taylor rules, naturally enter the costs and benefits of the two policy options. But they do not introduce a dependence of the optimal choice on the relative importance of PE and GE effects.

---

\(^9\) If instead inattention is irrational, or if any other distortion is present in addition to bounded rationality, the familiar second-best argument applies: the policymaker might wish to use one distortion to fight another. Still, we will argue the available survey evidence on expectations (Coibion and Gorodnichenko, 2012, 2015; Bordalo et al., 2018; Kohlhas and Broer, 2018) points towards a scenario that preserves our main result. See Section 6.3 and Appendix D
Application to policy rules. The last point hints at a broader contribution of our paper, which is to identify a new function played by policy rules away from the rational-expectations benchmark.

To illustrate this, we expand the policymaker's options in our model so that she can pick an arbitrary reaction function mapping fundamentals and outcomes to the policy instrument. This is our model's analogue of a flexible, state-contingent, Taylor rule for monetary policy. Such a rule may be harder to communicate to the general public in a crisis than the starker forms of forward guidance allowed in our baseline setting, and hence less applicable to the original question.\textsuperscript{10} Absent this complication, the larger policy menu allows the policymaker to attain a better outcome, possibly even the first best. But regardless of whether the first best is recovered or not, the following properties hold. First, the optimal rule turns form indeterminate under rational expectations equilibrium to determinate once we bound the public's depth of knowledge and depth of rationality. And second, the optimal rule puts more weight on anchoring expectations about outcomes when the GE feedback is larger.

These results smooth out the discrete switch from instruments to targets featured in our main analysis. Extrapolated to richer models, they suggest that parameters that govern GE multipliers, such as the marginal propensity to consume, the degree of price rigidity, and the extent of input-output linkages, should enter the design of optimal rules for monetary policy in a way not previously understood.

Other related literature. In addition to the literature on forward guidance already discussed above, our paper connects to the one spurred by Morris and Shin (2002) on the informational role of policy communication.\textsuperscript{11} We share this literature's emphasis on higher-order beliefs but change the meaning of policy communication. In this literature, policy communication means revelation of information about the agents' payoffs, holding constant their strategic interaction. In our paper, it means regulation of that interaction and thereby of the bite of higher-order beliefs or bounded rationality.

Angeletos and Pavan (2009) allow a policymaker to regulate the agents' strategic interaction but maintain rational expectations and focus, instead, on the use and the aggregation of information. Cornand and Heinemann (2015) introduce Level-k Thinking but abstract from policy and focus, instead, on the social value of information. These papers therefore foreshadow two key ingredients of our analysis, policy and bounded rationality, but do not share our context or results.

Caballero and Simsek (2019) study an economy where, from the policymaker's perspective, private agents have "wrong" beliefs about a fundamental such as TFP but "correct" beliefs about one another's behavior. This precludes the kind of "flawed GE reasoning" on which our paper focuses, but shares the theme of finding a policy that persuades the public to do the right thing despite its wrong beliefs.

The focus on GE reasoning, or higher-order beliefs, also distinguishes our paper form a larger literature that relaxes rational expectations but preserves the representative-agent assumption, such as Hansen and Sargent (2008) and Woodford (2010). Closer in this respect is Bergemann and Morris (2016), which studies the robustness of a mechanism to the designer's uncertainty about the players' higher-order beliefs.

\textsuperscript{10} Section 2.4 discusses how this consideration was indeed very salient in the FOMC's deliberations in December 2012.

Atkeson, Chari and Kehoe (2007) study the optimal choice of instruments and targets in a setting that maintains full rationality but introduces time inconsistency. Bassetto (2019) studies the interaction of commitment and signaling for designing forward guidance. Halac and Yared (2018) study an instrument-versus-target choice focusing on a trade-off between commitment and flexibility. We take a different approach than all these papers, abstracting from familiar commitment problems and focusing on bounded rationality. But we also show how commitment is crucial for regulating the bite of bounded rationality and, conversely, how the latter could itself be the source of time inconsistency.

2 Framework and Context

In this section we set up our framework, explain how it captures a New Keynesian economy at the ZLB constraint, and relate our instruments-versus-targets problem to the actual policy experience.

2.1 Basic structure and interpretation

The economy is populated by a continuum of private agents, indexed by \( i \in [0, 1] \), and a policymaker. Each private agent chooses an action \( k_i \in \mathbb{R} \), the average of which is denoted by \( K = \int k_i \, di \). The policymaker controls a policy instrument \( \tau \in \mathbb{R} \) and is interested in manipulating an aggregate outcome \( Y \in \mathbb{R} \).

The workings of the economy are described by two key equations. The first relates the aggregate outcome to the policy instrument and the aggregate behavior of the agents:

\[
Y = (1 - \alpha)\tau + \alpha K
\]  

where \( \alpha \in (0, 1) \) is a fixed parameter. The second describes the optimal behavior of the typical agent as a function of her expectations of the policy and the outcome:

\[
k_i = (1 - \gamma)E_i[\tau] + \gamma E_i[Y]
\]  

where \( E_i \) denotes the subjective expectation of agent \( i \) and \( \gamma < 1 \) is a fixed parameter.

Depending on assumptions made later on, the operator \( E_i \) may or may not be consistent with Rational Expectations Equilibrium (REE). The parameter \( \gamma \) controls how much private incentives depend on expectations of the aggregate outcome, which in turn depends on the behavior of others. In this sense, \( \gamma \) parameterizes the strength of the GE feedback (more on this shortly). The parameter \( \alpha \) on the other hand, controls how much of the effect of the policy instrument \( \tau \) on the outcome \( Y \) is direct, or mechanical, rather than channeled through the endogenous response of \( K \).

This structure stylizes the dependence of economic decisions on two kinds of expectations: the expectations of a policy instrument, such as the interest rate set by the central bank, and the expectations of an aggregate outcome, such as unemployment, which itself depends on the aggregate behavior of others. The particular question we are after is how a policymaker can manage these expectations when they are not “fully” rational (in a sense made precise later on). To shed light on this issue in the most transparent possible way, we have opted to abstract from the micro-foundations and the institutional details of any specific application. But a few concrete translations of our abstract framework are discussed next.
**Forward guidance during a liquidity trap.** Our primary application is forward guidance by a central bank during a liquidity trap. In Appendix B.1, we describe a formal mapping from this context to our abstract model, within a stylized version of the New Keynesian model.

The economy is currently at the ZLB, precluding conventional monetary policy. The instrument \( \tau \) is the extent of monetary loosening after the economy exits the liquidity trap (i.e., after the fundamentally determined natural rate rises above 0 and the ZLB ceases to bind). In particular, \( \tau \) can be mapped to either the negative of the interest rate set in the post-trap period, or to the length of time during which interest rates are kept at zero after the ZLB has ceased to bind. The action \( K \), on the other hand, is aggregate spending in the middle of the trap and the outcome \( Y \) is an appropriate income measure, the present discounted value of aggregate output both within and outside of the trap.

The mechanics of forward guidance are familiar: lower interest rates tomorrow increase consumption today both through a PE effect (intertemporal substitution) and a GE effect (a feedback loop between aggregate spending and income). The relative strength of these forces are captured by the parameters \( 1 - \gamma \) and \( \gamma \), respectively, in the abstract model’s equation (2). With the applicable micro-foundations, \( \gamma \) is related to the marginal propensity to consume, or the slope of the Keynesian cross. This captures a central theme of the modern Heterogeneous-Agent New Keynesian (HANK) literature (Kaplan and Violante, 2014; Werning, 2015; Auclert, 2017; Kaplan, Moll and Violante, 2018). It also illustrates how \( \gamma \) serves more generally as a measure of the GE feedback.

**A Neoclassical alternative.** In a second application, we consider forward guidance about future taxation in a purely Neoclassical environment (Appendix B.2). In this context, \( \tau \) is a future subsidy, or the negative of future taxation, \( K \) is investment, \( Y \) is output, and \( \gamma \) encapsulates the combination of two conflicting GE forces: competition for a scarce resource (labor) and a real aggregate-demand externality.

This example serves two goals. First, it illustrates how a substantially different, flexible-price mechanism could generate the basic structure of equations (1) and (2). And second, it captures within the same context both the case of *positive GE effects* (\( \gamma > 0 \)) and the case of *negative GE effects* (\( \gamma < 0 \)), either of which can hold as the net result of a tug-of-war between the aforementioned two forces.

**Communicating with financial markets.** Both of the above examples emphasize the “real side” of the economy instead of financial markets, which are certainly more attentive to the fine details of policy communications but could still be subject to bounded rationality. A quick fix is to re-label terms in each of the previous two models, treating forward-looking decisions (consumption or investment) as financial trades. Each force could then also translate into asset-price movements, so the abstract \( K \) could measure either quantity or price. The GE feedback can still be a Keynesian cross in the real economy; a feedback loop between household wealth and aggregate demand as in Caballero and Simsek (2017); or perhaps a financial accelerator as in Bernanke, Gertler and Gilchrist (1999) and Kiyotaki and Moore (1997).

**Parametric restrictions.** The main analysis focuses on \( \gamma > 0 \) (positive GE feedback), which is the relevant case for our liquidity-trap application. But we will show as a robustness check that our main result extends to \( \gamma < 0 \) (Section 5.4). We also require that \( \alpha < \frac{1}{2-\gamma} \). As we explain in Section 4.2, this is necessary for
behavior not to be unduly sensitive to beliefs of infinite order. Without this restriction, the model is ill behaved: the rational-expectations equilibrium cannot be obtained from iteration of best responses, and tiny relaxations in the agents’ depth of knowledge or depth rationality can have arbitrarily large effects on their behavior.

2.2 Policy objective

The policymaker minimizes her expectation of the following loss function:

$$L(\tau, Y, \theta) \equiv (1 - \chi)(\tau - \theta)^2 + \chi(Y - \theta)^2. \quad (3)$$

where $\chi \in (0, 1)$ is a fixed scalar and $\theta$ is a zero-mean random variable. This variable represents the policymaker’s assessment of the ideal combination of $\tau$ and $Y$. It could capture a shock to the policymaker’s preferences, or her subjective belief about fundamentals that ought to govern policy but, for simplicity, do not directly enter conditions (1) and (2).

The micro-foundations of (3) are not central to our analysis. Nevertheless, Appendix B.1 shows how to derive such a reduced-form objective from first principles in our version of the New Keynesian model.

In this context, we let $\theta$ be the central bank’s assessment of aggregate productivity, or equivalently of the natural rate of output. Because prices are completely rigid, there are no welfare costs from inflation and the welfare loss relative to the first best can be expressed as a function of the output gaps during and right after the trap. It is these gaps that are captured by the quadratic terms in (3). 12

At the same time, $\theta$ does not enter conditions (1) and (2), because a consumer’s optimal spending is invariant to aggregate productivity for given expectations of interest rates and income. 13 By the same token, there is no scope or need for informing agents about $\theta$ per se. 14 Instead, what consumers care to know is only what the interest-rate policy will be (and its GE implications). In other words, we focus on what is known in the literature following Campbell et al. (2012) as “Odyssean forward guidance.”

The following clarification is due at this point. In combination with (1) and (2), (3) embeds the assumption that the policymaker’s ideal point, or the first best, is attained under rational expectations equilibrium. This is the right assumption for our theoretical purposes, because it isolates bounded rationality as the only source of a welfare distortion and lets us focus on how policy can regulate its bite. 15 But it is at odds with our application to the Great Recession, where an additional distortion was presumably present because of nominal rigidity and a strictly binding ZLB. We address this issue in Appendix B.1 and return to its policy implications in Section 7.1.

12 As shown in Appendix B.1, the relevant micro-founded gaps map most closely to $(\tau - \theta)^2$ and $(K - \theta)^2$. But this is inconsequential for our results: Theorem 1 readily extends to this case, as shown at the end of its proof in Appendix A.

13 This property extends to the full version of the New Keynesian model. Aggregate productivity does not enter the Dynamic IS curve. It only enters via the New Keynesian Philips curve, by affecting the representative firm’s real marginal cost. This channel is shut down here thanks to the simplifying assumption that prices are completely rigid.

14 This claim is verified in Appendix C.2.

15 In fact, the essential property is only that any other distortion is separable from that caused by bounded rationality. The logic is similar to that in Correia, Nicolini and Teles (2008).
2.3 Timing

We close the model by specifying the timing of play in the following three stages:

0. The policymaker observes \( \theta \) and, conditional on that, chooses whether to engage in “instrument communication,” announcing a value \( \hat{\tau} \) for the policy instrument, or “target communication,” announcing a target \( \hat{Y} \) for the outcome.

1. Each agent \( i \) hears the policymaker’s announcement, forms expectations (in one of the various ways described in the sequel), and chooses \( k_i \) according to best-response condition (2).

2. \( K \) is publicly observed and the pair \((\tau, Y)\) is determined as follows. In the case of instrument communication, \( \tau = \hat{\tau} \) and \( Y \) is given by condition (1). In the case of target communication, \( Y = \hat{Y} \) and \( \tau \) is adjusted so that condition (1) holds with \( Y = \hat{Y} \).

This structure embeds three assumptions, which are worth emphasizing.

First, the policymaker chooses what to say after observing \( \theta \). This allows forward guidance to reveal \( \theta \) to the public. But because, as discussed previously, agents do not care to know \( \theta \) per se, such signaling is irrelevant—there is no room for “Delphic” forward guidance.

Second, the policymaker always honors in stage 2 any promise made in stage 0. Forward guidance is thus equated to commitment—which is precisely what the literature calls “Odyssean” forward guidance. But whereas prior work has restricted such guidance to take only one form, instrument-based, we give the policymaker the option to engage in another form, target-based.

Finally, we allow the policymaker to announce a value for either \( \tau \) or \( Y \), but not on a pair of values for both of them. As we make clear in Section 5.1, such a commitment is not viable away from the rational-expectations benchmark, because private agents have distorted views about the equilibrium mapping from \( \tau \) to \( Y \). A similar rationale, shown in Appendix C.2, rules out a commitment to a value for \( K \).

What remains viable, though, is commitment to a flexible relation between \( \tau \) and \( Y \), namely a function \( f \) such that \( \tau = f(Y; \theta) \). Section 8 will explain why our insights are robust to this possibility. For the main analysis, we concentrate on the two starker forms of forward guidance introduced above, not only because this is without serious loss for the theory, but also because of the real-world context discussed next.

2.4 Why instruments vs. targets

As discussed in the Introduction, central banks used forward guidance to an unprecedented extent during the Great Recession. Table 1 offers a few salient examples.

We classify these examples in two categories. The first deals primarily with the policy instrument itself (e.g., talking about how long interest rates will remain low), and is illustrated from various stages of the crisis in the US (row 1), Canada (row 3), and Sweden (row 4). The second is forward guidance that shines the spotlight on a clear target. In rows 2 and 6, respectively from the Fed and the Bank of England, that target is (most clearly) unemployment; in row 5, from the Bank of Japan, it is inflation; and in row 7, from the ECB, it is saving the Euro.
<table>
<thead>
<tr>
<th>Institution</th>
<th>Date</th>
<th>Source</th>
<th>Type</th>
<th>Statement Excerpt</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) US Federal Reserve</td>
<td>Aug 9, 2011</td>
<td>Policy statement by Committee</td>
<td>Instrument</td>
<td>“[T]he Committee decided today to keep the target range for the federal funds rate at 0 to 1/4 percent. The Committee currently anticipates that economic conditions—including low rates of resource utilization and a subdued outlook for inflation over the medium run—are likely to warrant exceptionally low levels for the federal funds rate at least through mid-2013.”</td>
</tr>
<tr>
<td>(2) US Federal Reserve</td>
<td>Dec 12, 2012</td>
<td>Policy statement by Committee</td>
<td>Target</td>
<td>“[T]he Committee decided to keep the target range for the federal funds rate at 0 to 1/4 percent and currently anticipates that this exceptionally low range for the federal funds rate will be appropriate at least as long as the unemployment rate remains above 6-1/2 percent, inflation between one and two years ahead is projected to be no more than a half percentage point above the Committee’s 2 percent longer-run goal, and longer-term inflation expectations continue to be well anchored.”</td>
</tr>
<tr>
<td>(3) Bank of Canada</td>
<td>Apr 21, 2009</td>
<td>Press release</td>
<td>Instrument</td>
<td>With monetary policy now operating at the effective lower bound for the overnight policy rate, it is appropriate to provide more explicit guidance than is usual regarding its future path so as to influence rates at longer maturities. Conditional on the outlook for inflation, the target overnight rate can be expected to remain at its current level until the end of the second quarter of 2010 in order to achieve the inflation target. The Bank will continue to provide such guidance in its scheduled interest rate announcements as long as the overnight rate is at the effective lower bound.</td>
</tr>
<tr>
<td>(4) Sveriges Riksbank (Sweden)</td>
<td>Apr 21, 2009</td>
<td>Press release</td>
<td>Instrument</td>
<td>The Executive Board of the Riksbank has decided to cut the repo rate by 0.5 percentage points to 0.5 per cent. The lower interest rate and interest rate path are necessary to dampen the fall in production and employment and to attain the inflation target of 2 per cent. The repo rate is expected to remain at a low level until the beginning of 2011.</td>
</tr>
<tr>
<td>(5) Bank of Japan</td>
<td>Apr 4, 2013</td>
<td>Press release</td>
<td>Target</td>
<td>The Bank will achieve the price stability target of 2 per cent in terms of the year-on-year rate of change in the consumer price index (CPI) at the earliest possible time, with a time horizon of about two years. In order to do so, it will enter a new phase of monetary easing both in terms of quantity and quality.</td>
</tr>
<tr>
<td>(6) Bank of England</td>
<td>Aug 7, 2013</td>
<td>Letter from Governor Mark Carney</td>
<td>Target</td>
<td>In practice, that means the [Monetary Policy Committee] intends not to raise Bank Rate above its current level of 0.5%, at least until the Labour Force Survey headline measure of unemployment has fallen to a threshold of 7%. While the unemployment rate remains above 7%, the MPC stands ready to undertake further asset purchases if additional stimulus is warranted.</td>
</tr>
<tr>
<td>(7) European Central Bank</td>
<td>Jul 26, 2012</td>
<td>Speech by President Mario Draghi</td>
<td>Target</td>
<td>But there is another message I want to tell you. Within our mandate, the ECB is ready to do whatever it takes to preserve the Euro. And believe me, it will be enough.</td>
</tr>
</tbody>
</table>

Table 1: Forward guidance in recent monetary history.

Of course, the mapping from these examples to our theory is only approximate. Actual policy communication is more complex than speaking about a single instrument or a single target. Even the Fed’s announcement of an “unemployment target” in December 2012 was, as originally stated, a more sophisticated contingency on both unemployment and inflation among other indicators (see row 2).

Our focus on a starker instrument-vs-target choice is nevertheless consistent with a plausible real-world interpretation of that December 2012 policy shift. As Alan S. Blinder (2018) wrote in a retrospective analysis, much of the public seemed to hear the following much simpler edict:

“The Fed would begin to raise rates as soon as the unemployment rate dipped below 6.5 percent. Period.”

That is, even though this particular communication was not as sharp or resolute as Mario Draghi’s “whatever it takes” speech, it may be approximated for our purposes by what we call “target communication.”

During the December 2012 FOMC deliberations, San Francisco Fed President John C. Williams expressed a complementary idea based on limited attention:
We should recognize we are shining a very bright spotlight on the unemployment rate. … People have limited capacity to absorb information, and are, therefore, selective in what information they pay attention to. When we stated a specific date for lift-off, the spotlight was cast on the calendar, and that’s what everyone focused on, for better or for worse. Once we start talking in terms of an unemployment threshold, it will be the unemployment rate that takes center stage, commanding all of the attention of our audience.

Our coming model for belief formation does not get into the deep micro-foundations of “attention” and “salience” but helps formalize the trade-off alluded to above by letting the policymaker be effective at anchoring a single expectation, either that of the policy instrument or that of the targeted outcome.

What about communicating more complex objects, like a quantitative reaction function? Macroeconomic models invariably describe monetary policy in a such a manner. This is in part because, during normal times, the Fed laboriously tries to communicate to financial markets the finest details of both its information about the economy and its policy intentions.

But the experience from Mario Draghi’s famous “whatever it takes” proclamation suggests that simpler, shorter, and seemingly vaguer forms of communication may be more effective in offering clarity about what actually matters and in restoring public confidence during turbulent times, when historical experience offers few clues, policy guidance is dearly needed, and the relevant audience is wider.¹⁶

And in the running example of the December 2012 switch in the Fed’s language, several Fed members saw simpler forms of target communication as the only feasible approximation of an “ideal” rule in an uncertain policy environment. Minneapolis Fed President Narayana Kocherlakota commented that, absent “the perfect description of a reaction function,” attempting a more complex communication would be “letting the perfect be the enemy of the good.”

The real-world complications that make sophisticated policy rules hard to communicate are outside the scope of our analysis. In the spirit of the above quote, we think of our instrument-versus-target setting as a representation of the “good.” Nonetheless, in Section 8 we will return to a relaxed policy problem that explores “the perfect:” clear and credible communication of a rule linking the policy \( \tau \) to both the outcome \( Y \) and the fundamental \( \theta \).

### 3 Rational Expectations and Beyond

We now explain why the form of forward guidance is irrelevant in a rational-expectations benchmark that stylizes the “textbook” policy paradigm. This sets the stage for our subsequent departures from it.

¹⁶Retrospective accounts rate this among the most important policy moves in the crisis. See, for example, the November 2018 Bloomberg feature “3 Words and $3 Trillion: The Inside Story of How Mario Draghi Saved the Euro” (Randow and Speciale, 2018).
3.1 Implementation with rational expectations

Say there is a representative agent, who knows the structure of the economy, observes the policy announcement, and forms rational expectations. In this benchmark, \( E_i[\cdot] = E[\cdot|\hat{X}] \) for all \( i \), where \( E[\cdot|\hat{X}] \) is the common, rational expectation conditional on announcement \( \hat{X} \), with \( X \in \{\tau, Y\} \) depending on the mode of communication. As a result, \( k_i = K \) for all \( i \) and condition (2) reduces to the following condition for optimal behavior:

\[
K = (1 - \gamma)E[\tau|\hat{X}] + \gamma E[Y|\hat{X}].
\]

What matters to the policymaker is the set of combinations of the policy instrument, \( \tau \), and the outcome, \( Y \), that can be implemented under each form of forward guidance. This set is defined as follows:

**Definition 1.** A pair \( (\tau, Y) \) is implementable under instrument (respectively, target) communication if there is an announcement \( \hat{\tau} \) (respectively, \( \hat{Y} \)) and an action \( K \) for the representative agent such that conditions (1) and (4) are satisfied, expectations are rational, and \( \tau = \hat{\tau} \) (respectively, \( Y = \hat{Y} \)).

This definition embeds Rational Expectations Equilibrium (REE). In the subsequent sections, we will revisit implementability under different solution concepts, that is, different specifications of how agents form expectations about the behavior of others and the equilibrium mapping between \( \tau \) and \( Y \). In the rest of this section, we formulate and solve the policymaker’s problem in a manner that parallels the analysis in the subsequent sections.

Denote with \( A^*_I \) and \( A^*_Y \) the sets of \( (\tau, Y) \) that are implementable under, respectively, instrument and target communication. The policymaker’s problem is:

\[
\min_{(\tau, Y) \in A} E[L(\tau, Y, \theta)]
\]

The choice \( A \in \{A^*_I, A^*_Y\} \) captures the choice of the optimal mode of communication (instrument vs target). The choice \( (\tau, Y) \in A \) captures the optimal choice of the pair \( (\tau, Y) \) taking as given the mode of communication. Both of these choices are conditional on \( \theta \).

We now proceed to show that \( A^*_I = A^*_Y \). Using condition (1) to compute \( E[Y] \) and noting that \( E[K] = K \) (the representative agent knows his own action), we can restate condition (4) as

\[
K = (1 - \alpha \gamma)E[\tau|\hat{X}] + \alpha \gamma K
\]

Since \( \alpha \gamma \neq 1 \), this implies that, in any REE,

\[
K = E[\tau|\hat{X}], \quad Y = (1 - \alpha)\tau + \alpha E[\tau|\hat{X}] \quad \text{and} \quad E[Y|\hat{X}] = E[\tau|\hat{X}] = K
\]

These properties hold regardless of the form of forward guidance. With instrument communication, we also have \( \tau = \hat{\tau} = E[\tau|\hat{X}] \). It follows that, for any \( \hat{\tau} \), the REE is unique and satisfies \( K = Y = \tau = \hat{\tau} \). With target communication, on the other hand, we have \( Y = \hat{Y} = E[Y|\hat{X}] \). It follows that, for any \( \hat{Y} \), the REE is unique and satisfies \( K = Y = \tau = \hat{Y} \). Combining these facts, we infer that, regardless of the mode of communication, a pair \( (\tau, Y) \) is implementable if and only if \( \tau = Y \). We thus reach the following two results, which serve as benchmarks of comparison for our main analysis.

\(^1^7\)This is effectively the same as imposing, in a game, complete information and Nash equilibrium.
Proposition 1. With rational expectations, the form of forward guidance is irrelevant for implementability:

\[ \mathcal{A}_\tau^* = \mathcal{A}_Y^* = \mathcal{A}^* \equiv \{ (\tau, Y) : \tau = Y \}. \]

Corollary 1. With rational expectations, the policymaker attains her first best \((L = 0)\) by announcing \(\hat{\tau} = \theta\), as well as by announcing \(\hat{Y} = \theta\).

That \(\mathcal{A}^*\) is a linear locus with slope 1 is a simplifying feature of our environment. The relevant point here is that the implementability constraint faced by the planner is invariant to the form of forward guidance. This invariance mirrors the equivalence of the “dual” and “primal” approaches in the Ramsey literature (Lucas, 1973; Chari and Kehoe, 1999; Correia, Nicolini and Teles, 2008): in our setting, \(\mathcal{A}_\tau^*\) corresponds to the primal problem, where the planner chooses allocations, and \(\mathcal{A}_Y^*\) corresponds to the dual problem, where she chooses supporting instruments. This analogy also explains why the irrelevance result presented here is robust to, say, an uncorrectable monopoly distortion that drives the policy optimum away from the true first best, or to the introduction of shocks in equations (1) and (2). Rather, the key assumption that drives both the familiar primal-dual equivalence and the irrelevance result presented above, and that we seek to relax in the rest of the paper, is rational expectations.

3.2 Unpacking the assumptions

Any departure from rational expectations has to be done in a structured way, or else “anything goes.” To be more clear about where we are heading, we first recast the rational-expectations benchmark as the combination of two assumptions: one regarding the agents’ own rationality and awareness; and another regarding the beliefs about others.

Assumption 1. Every agent is rational and attentive in the following sense: she is Bayesian, acts according to condition (2), understands that \(Y\) is determined by condition (1) and that the policymaker has full commitment and acts so as to minimize (3), and is aware of any policy communication.

Assumption 2. The aforementioned facts are common knowledge.

Proposition 2. The REE benchmark studied in the previous subsection is equivalent to the joint of Assumptions 1 and 2.

This will become evident in Section 4.3 below, when we show how iterative reasoning converges to the REE under the present assumptions on the agents’ depth of knowledge and rationality but not once we relax them.\(^{19}\) With this in mind, we next discuss what Assumptions 1 and 2 mean and how they help structure the forms of “bounded rationality” considered in the rest of the paper.

\(^{18}\)The last claim requires that the policymaker’s commitment for \(\tau\) or \(Y\) be contingent on these additional shocks, just as they are here on \(\theta\). Restricting the requisite contingencies brings in the considerations first laid out in Poole (1970), a point we revisit in Section 6.1, but does not upset the logic developed in our baseline analysis.

\(^{19}\)The only subtlety is that such convergence requires \(\alpha < \frac{1}{\kappa - 1}\) under target communication. Without this restriction, “reasoning does not converge” for the reasons already anticipated (infinite-order beliefs have an undue influence on behavior) and, in this sense, the analysis is not well posed.
Assumption 1 imposes that, for any \( i \), agent \( i \)'s subjective beliefs and behavior satisfy the following three restrictions:

\[
\mathbb{E}_i[X] = \hat{X}, \quad \mathbb{E}_i[Y] = (1 - \alpha)\mathbb{E}_i[\tau] + \alpha\mathbb{E}_i[K], \quad \text{and} \quad k_i = (1 - \gamma)\mathbb{E}_i[\tau] + \gamma\mathbb{E}_i[Y],
\]

(6)

where \( X \in \{\tau, Y\} \) depending on the mode of communication. The first restriction follows from the agent's attentiveness to policy communications and his knowledge of the policymaker's commitment; the second follows from his knowledge of condition (1); the third repeats condition (2).

Assumption 2, in turn, imposes that agents can reason, with full confidence and no mistakes, that the above restrictions extend from their own behavior and beliefs to the behavior and the beliefs of others, to the beliefs of others about the behavior and the beliefs of others, and so on, ad infinitum. It is such infinite depth of knowledge and rationality that our REE benchmark and the textbook policy paradigm alike impose—and that we instead relax by modifying Assumption 2 in the subsequent analysis.

4 Introducing Higher-Order Doubts or Bounded Rationality

We now introduce our preferred specification of the departure from the rational-expectations benchmark studied above. This specification captures the common core of Angeletos and Lian (2018), Farhi and Werning (2019), Gabaix (2019), García-Schmidt and Woodford (2019), and allows a direct comparison of our results to theirs. But our ultimate policy conclusion extends to alternative specifications, including one that turns upside down the assumed distortion in equilibrium reasoning (introduced in Section 6.2).

4.1 The primitive friction

For our baseline analysis, we replace Assumption 2 with the following:

**Assumption 3 (“Doubts about Others”).** *Every agent believes that all other agents are rational but only a fraction \( \lambda \in [0, 1) \) of them is attentive to or aware of the policy message: every \( i \) believes that, for every \( j \neq i \), \( \mathbb{E}_j[X] = \mathbb{E}_j[\tau] = \hat{X} \) with probability \( \lambda \) and \( \mathbb{E}_j[X] = 0 \) with probability \( 1 - \lambda \), where \( X \in \{\tau, Y\} \) depending on the mode of communication. This fact and the value of \( \lambda \) are common knowledge.*

Relative to Assumption 2 (which can be nested as \( \lambda = 1 \)), this drops common knowledge of the policy communication and introduces a “crisis of confidence” on whether other agents will respond.

The precise form of Assumption 3 draws from a large literature studying lack of common knowledge in macroeconomics and finance. See Abreu and Brunnermeier (2003), Morris and Shin (1998, 2002, 2003), and Woodford (2003) for key early contributions and Angeletos and Lian (2018) and Wiederholt (2016) for recent applications to the ZLB context. This relation will become clear shortly, when we show how \( \lambda < 1 \) arrests the response of higher-order beliefs to policy communication. But whereas this literature confounds higher-order doubts with noisy information or rational inattention, Assumption 3 isolates the former friction and equates it with a departure from REE. As further explained in Section 6.3, it is the departure from REE, not noisy information or rational inattention per se, that drives our main result.
In so doing, Assumption 3 admits an immediate re-interpretation in terms of “shallow” equilibrium reasoning. A large experimental literature documents such a phenomenon in games of strategic complementarity that resemble our framework, and accommodates it by replacing REE with Level-k Thinking (Stahl, 1993; Nagel, 1995; Crawford, Costa-Gomes and Iriberri, 2013). This concept has been recently imported to ZLB context by García-Schmidt and Woodford (2019) and Farhi and Werning (2019). The exact mapping for our setting is spelled out in Appendix C.1, but the basic idea is simple: doubts about others’ rationality (Level-k Thinking) have nearly identical behavioral implications as doubts about others’ awareness (Assumption 3).20

The aforementioned experimental literature thus provides indirect empirical support for the scenario studied here. Additional support can be found in surveys of macroeconomic expectations. As we will show shortly, Assumption 3 amounts to under-reaction of the average expectations of economic activity (K) to the relevant news (the policy message). Evidence of such under-reaction has been documented by, inter alia, Coibion and Gorodnichenko (2012, 2015).21

Assumption 3 also has a similar flavor as a phenomenon described by psychologists in various contexts: that the majority of people think they are “better than average” (see, for instance, Alicke and Govorun, 2005). Kohlhas and Broer (2018) argue that a similar bias is needed to explain the behavior of professional forecasters.22 Last but not least, the form of “cognitive discounting” assumed in Gabaix (2019) is a close cousin of Assumption 3 for dynamic environments.

4.2 Forward guidance and strategic interaction

To start shedding light on how forward guidance interacts with the friction introduced above, and more generally with the reasoning agents must make about the behavior of others, we now show how the two policy options induce fundamentally different games among the agents. This is actually true even in the REE benchmark studied in the previous section, but it is consequential only outside of it.

Consider first the case in which the policymaker announces, and commits on, a value \( \hat{\tau} \) for the instrument. Recall that Assumption 1 alone yields the three restrictions given in condition (6). The first restriction becomes

\[
E_i[\tau] = \hat{\tau}
\]

and the remaining two restrictions reduce to

\[
k_i = (1 - \gamma) \hat{\tau} + \gamma E_i[Y] \quad \text{and} \quad E_i[Y] = (1 - \alpha) \hat{\tau} + \alpha E_i[K].
\]

The first equation highlights that, under instrument communication, agents only need to predict \( Y \). The

---

20 The only notable difference is that our formulation avoids a certain “bug” that emerges when Level-k Thinking is imported from games of strategic complementarity to games of strategic substitutability. See Appendix C.1 for details.

21 To be precise, this evidence is consistent with the scenario introduced here but does not distinguish between it and noisy information: both could explain the observed under-reaction of average forecasts. Coibion and Gorodnichenko (2012, 2015) thus interpret their evidence in terms of noisy information, while Gabaix (2019) interprets the same evidence in terms of “cognitive discounting,” a cousin of Assumption 3. As explained in Appendix D, the additional evidence provided in Bordalo et al. (2018) and Kohlhas and Broer (2018) point towards a combination of the two frictions that preserves our main result.

22 The opposite possibility, a “worse than average” phenomenon, is also sometimes observed in psychological studies (see, for instance, Moore and Healy, 2008). But we know of no supporting evidence in macro survey data and, as explained in Section 6.2, our main result ultimately depends only on the existence of a bias in equilibrium reasoning and not its exact direction.
second highlights that predicting $Y$ is the same as predicting the behavior of others, or $K$. Combining them gives the following result.

**Lemma 1.** Let $\delta_\tau \equiv \alpha \gamma$. When the policymaker announces and commits to a value $\hat{\tau}$ for the instrument, agents play a game of strategic complementarity in which best responses are given by

$$k_i = (1 - \delta_\tau)\hat{\tau} + \delta_\tau \mathbb{E}_i[K].$$

(7)

The level of the best responses in this game is controlled by $\hat{\tau}$, the announced value of the policy instrument, while their slope is given by $\delta_\tau$. The latter encapsulates how much aggregate behavior depends on the forecasts agents form about one another's behavior relative to the policy instrument.\(^{23}\)

Consider now the case in which the policymaker announces a target $\hat{Y}$ for the outcome. In this case, $\mathbb{E}_i[Y] = \hat{Y}$ and the remaining two restrictions from condition (6) can be rewritten as

$$k_i = (1 - \gamma)\mathbb{E}_i[\tau] + \gamma \hat{Y} \quad \text{and} \quad \mathbb{E}_i[\tau] = \frac{1}{1-a} \hat{Y} - \frac{a}{1-a} \mathbb{E}_i[K].$$

The first equation highlights that, under target communication, agents need to predict the monetary policy that will support the announced target. The second shows that, for given an announced target $\hat{Y}$, the expected looseness of monetary policy is a** decreasing** function of the expected $K$: an agent who is pessimistic about early consumption expects the policymaker to use a looser monetary policy (or longer period at the ZLB) in order to meet the given output target. Combining these two equations, we reach the following counterpart to Lemma 1.

**Lemma 2.** Let $\delta_Y \equiv -\frac{a}{1-a}(1 - \gamma)$. When the policymaker announces and commits to a target $\hat{Y}$ for the outcome, agents play a game of strategic substitutability in which best responses are given by

$$k_i = (1 - \delta_Y)\hat{Y} + \delta_Y \mathbb{E}_i[K].$$

(8)

This game is similar to that obtained in Lemma 1 in the following respect: in both cases, the policymaker's announcement controls the intercept of the best responses. The two games are nevertheless different in the following key respect: whereas the game obtained in Lemma 1 displayed strategic complementarity ($\delta_\tau > 0$), the one obtained here displays strategic substitutability ($\delta_Y < 0$). In the first scenario, an agent who expects the others to consume more has a higher incentive to consume, because higher $K$ maps to higher $Y$ and hence to higher returns for fixed $\tau$. In the second scenario, the same agent has a lower incentive to consume, because a higher $K$ means that a tighter monetary policy will be required in order to meet the announced target for $Y$.

We summarize this elementary, but important, point in the following corollary.

\(^{23}\)The game obtained above is similar to the static beauty-contest games studied in, *inter alia*, Morris and Shin (2002), Woodford (2003), Angeletos and Pavan (2007, 2009), and Bergemann and Morris (2013), with $\hat{\tau}$ corresponding to the “fundamental,” or the shifter of best responses, in these papers. There are, however, two subtle differences. First, whereas the fundamental in those papers is exogenous, here $\hat{\tau}$ is controlled by the policymaker. Second, whereas these papers let the fundamental be observed with noise, here $\hat{\tau}$ is perfectly observed.
Corollary 2. Switching from instrument communication to target communication changes the game played by the agents from one of strategic complementarity to one of strategic substitutability.

In math, with \(X \in \{\tau, Y\}\) indexing the mode of communication, the best responses obtained in Lemmas 1 and 2 are nested in the following form:

\[
k_i = (1 - \delta_X)E_i[X] + \delta_X E_i[K].
\]

for \(\delta \in [0,1)\) and \(\delta_Y \leq 0\). Given the restriction \(\alpha < \frac{1}{2-\gamma}\), assumed from here on out, we have further that \(\delta_X \in (-1, 1)\) for both \(X \in \{\tau, Y\}\).

In the REE benchmark studied before, both of these games end up yielding the same implementability restrictions on \(\tau\) and \(Y\). But this is not the case anymore. Below, we first show how the primitive friction under each form of forward guidance translates to the same under-reaction in the beliefs of \(K\), but a different effect on the implementability restrictions.

4.3 Beliefs or reasoning

The next result verifies that Assumption 3 amounts to introducing the same under-reaction in the beliefs of \(K\), and in this sense the same lack of confidence about the behavior of others, under all policies.

Lemma 3 (Rigid beliefs). For both modes of communication and for any value \(\hat{X}\) of the policy message, \(\bar{E}[K] = \lambda K\).

If the typical agent believes that only a fraction \(\lambda\) of the population is aware of the policy message like herself, she also expects the same fraction to respond like herself, and the remaining fraction to stay put. That is, \(E_i[K] = \lambda k_i\) for the typical agent and therefore also \(\bar{E}[K] = \lambda K\) in the aggregate.

A more detailed derivation helps reveal the underlying equilibrium reasoning. By iterating the best responses, we can express the expectation of \(K\) as a weighted average of the higher-order beliefs about \(X\):

\[
\bar{E}[K] = \bar{E} \left[ (1 - \delta_X) \sum_{h=1}^{\infty} (\delta_X)^{h-1} \bar{E}^h[X] \right].
\]

Because we have let the typical agent believe that only a fraction \(\lambda\) of the other agents is aware of the policy message, her second-order beliefs satisfy

\[
E_i \left[ \bar{E}^1[X] \right] = E_i \left[ E_j[X] \right] = \lambda \hat{X} + (1 - \lambda)0 = \lambda \hat{X}.
\]

By aggregation and induction, for any \(h \geq 1\),

\[
\bar{E}^h[X] = \lambda^h \hat{X}.
\]

\(24\) The restriction \(\delta_X \in (-1, 1)\) means that the equilibrium of both games can be obtained via iteration of best responses for any \(\lambda \leq 1\), or that beliefs of arbitrarily high order do not have an explosive impact on behavior. Without this restriction, the rational-expectations outcome itself is extremely fragile. For instance, Level-k thinking fails to recover it in the limit as \(k \to \infty\). See also Lemma 5 in the Appendix for the calculation of why \(\delta_Y > -1\) maps to \(\alpha < \frac{1}{2-\gamma}\).
Relative to the frictionless benchmark (nested here with \( \lambda = 1 \)), higher-order beliefs are therefore more rigid (i.e., anchored to 0), and the more so the higher their order. It follows that \( \tilde{E}[\tilde{K}] \), which is a weighted average of the beliefs of order \( h = 2 \) and above, is also rigid. And because \( K \) is itself a weighted average of \( \tilde{X} \) and \( \tilde{E}[\tilde{K}] \), \( K \) responds more strongly than \( \tilde{E}[\tilde{K}] \), or expectations are more rigid than actions.

These derivations help understand not only how Assumption 3 equals rigid higher-order beliefs (as in, e.g., the related application by Angeletos and Lian, 2018) but also how it connects to Level-k Thinking (as in Farhi and Werning, 2019). The latter approach amounts to having the beliefs of order \( h \leq k \) move the same as first-order beliefs, or \( \tilde{X} \) itself, and the beliefs of order \( h > k \) be pegged at 0. The math is a bit different (see Appendix C.1) but the essence is the same.

### 4.4 Attenuation vs. amplification

Although the friction has the same footprint on the expectations of the behavior of others across the two policy strategies, its impact on actual behavior is qualitatively different. Indeed, aggregating the best-response condition (9) and using \( \tilde{E}[\tilde{K}] = \lambda K \), we reach the following result.

**Lemma 4.** The realized aggregate action following announcement \( \tilde{X} \) is given by

\[
K = \kappa_X \tilde{X} \quad \text{with} \quad \kappa_X \equiv \frac{1 - \delta_X}{1 - \lambda \delta_X},
\]

where \( X \in \{\tau, Y\} \) depending on the mode of communication. Furthermore, \( \kappa_\tau < 1 < \kappa_Y \) for every \( \lambda < 1 \); and the distance of either \( \kappa_\tau \) or \( \kappa_Y \) from 1 increases as \( \lambda \) falls.

Recall that the frictionless benchmark, which corresponds to \( \lambda = 1 \), had \( K = \tilde{X} \), or \( \kappa_X = 1 \). When \( \delta_X > 0 \), the ratio \( \frac{1 - \delta_X}{1 - \lambda \delta_X} \) is strictly lower than 1 for every \( \lambda < 1 \) and is increasing in \( \lambda \). When instead \( \delta_X < 0 \), this ratio is strictly higher than 1 for every \( \lambda < 1 \) and is decreasing in \( \lambda \). Along with the fact that \( \delta_\tau > 0 > \delta_Y \), this verifies the properties of \( \kappa_\tau \) and \( \kappa_Y \) mentioned above. In simpler words:

**Corollary 3.** Higher-order doubts or bounded rationality (\( \lambda < 1 \)) attenuates the actual response of \( K \) under instrument communication, and amplifies it under target communication. Furthermore, a larger friction (lower \( \lambda \)) translates to larger attenuation in the first case and to larger amplification in the second case.

This result explains how the same friction has a different effect on behavior in the two games induced by the two forms of forward guidance. When agents play a game of strategic complementarity, the rigidity of beliefs causes each agent to respond less than in the frictionless benchmark. When instead agents play a game of strategic substitutability, the same friction causes each agent to respond more than in the frictionless benchmark.

This result thus qualifies the related common finding of Angeletos and Lian (2018), Farhi and Werning (2019), Gabaix (2019), and Garcia-Schmidt and Woodford (2019). These works have argued that a friction of essentially the same kind as that studied here arrests the response of aggregate spending to forward guidance. But whereas these works restrict forward guidance to be instrument-based, our result clarifies that this prediction can be reversed with target-based forward guidance.\(^25\)

\(^{25}\)The kind of higher-order doubts or bounded rationality we have captured via Assumption 4 is the sole friction in Farhi and
5 Optimal Forward Guidance

This section contains our main results. We first spell out the implications of the friction for the combinations of $\tau$ and $Y$ that are implementable under each mode of communication. We next show how the implementable sets vary with the GE feedback. We finally characterize the optimal policy.

5.1 Implementability

Combining Lemma 4, which characterizes the actual response of $K$ to any policy announcement, with the policymaker’s freedom to announce $\hat{\tau}$ or $\hat{Y}$ as any number, we reach the following result:

**Proposition 3 (Implementability).** Let $\mathcal{A}_\tau$ and $\mathcal{A}_Y$ denote the sets of the pairs $(\tau, Y)$ that are implementable under, respectively, instrument and target communication. Then,

$$\mathcal{A}_\tau = \{(\tau, Y) : \tau = \mu_\tau(\lambda, \gamma)Y\} \quad \text{and} \quad \mathcal{A}_Y = \{(\tau, Y) : \tau = \mu_Y(\lambda, \gamma)Y\},$$

where

$$\mu_\tau(\lambda, \gamma) \equiv \left((1 - \alpha) + \alpha \frac{1 - \alpha \gamma}{1 - \lambda \alpha \gamma}\right)^{-1} \quad \text{and} \quad \mu_Y(\lambda, \gamma) \equiv \frac{1 - 2\alpha + \alpha(1 - \gamma)\lambda + \alpha^2 \gamma}{(1 - \alpha)(1 - \alpha + \alpha(1 - \gamma)\lambda)}$$

The frictionless benchmark is nested by $\lambda = 1$ and results in $\mu_\tau = 1 = \mu_Y$. By contrast, for any $\lambda < 1$, we have $\mu_\tau \neq \mu_Y$. That is, the two implementable sets cease to coincide as soon as we move away from the frictionless benchmark.

The next proposition, which is proved in Appendix A, offers a sharper characterization of how $\mu_\tau$ and $\mu_Y$, the slopes of the two implementability constraints, compare to one another, as well as to the frictionless counterpart.

**Proposition 4.** The following properties hold for $(\mu_\tau, \mu_Y)$:

(i) $\mu_\tau(\lambda, \gamma) \geq 1$ with equality only when $\lambda = 1$ or $\gamma = 0$.

(ii) $\mu_Y(\lambda, \gamma) \leq 1$ with equality only when $\lambda = 1$ or $\gamma = 1$.

(iii) $\mu_\tau(\lambda, \gamma)$ increases in $\lambda$ and $\mu_Y(\lambda, \gamma)$ decreases in $\lambda$.

The belief friction under consideration has opposite effects on the slope of the “budget lines” faced by the policymaker. With instrument communication, a higher friction (smaller $\lambda$) increases the slope, meaning that a higher variation in $\tau$ is needed to attain any given variation in $Y$. With target communication, the...
opposite is true. The magnitude of the deviation, as measured by the absolute value of $\mu_X(\lambda) - 1$, increases in both cases, but the sign is different.

Recall that the policymaker picks both the form of forward guidance and the actual policy after observing $\theta$. It follows that, conditional on $\theta$, he can pick any pair $(\tau, Y)$ in the union of $\mathcal{A}_\tau$ and $\mathcal{A}_Y$. But since this union does not contain the first-best pair $(\tau, Y) = (\theta, \theta)$ except for the zero-probability event in which $\theta = 0$, the following is immediate.

**Corollary 4.** When $\lambda < 1$, the first best is not attainable under either instrument or target communication.

This motivates the policy problem studied in the next subsection, which is to find which form of forward guidance minimizes the deviation from the first best. But let us first clarify the following points.

The two forms of forward guidance under consideration equate the communication that takes place in stage 0 with a commitment to implement a particular value for either $\tau$ or $Y$ in stage 2. Could perhaps the problem be bypassed by having the policymaker commit on a pair of values for both $\tau$ and $Y$? The answer is no—and it is instructive to understand why.

Suppose, towards a contradiction, that the policymaker promises to deliver $\tau = Y = \theta$ and that the agents believe it. Then, the typical agent, who is himself rational and attentive, will find it optimal to play $k = \theta$. But then this agent will also reason as follows:

"If all agents who are like me (i.e., both rational and attentive) play the same, as they should, then the aggregate action will be $K = \lambda \theta$, because only a fraction $\lambda$ of the population are like me and the rest are instead stuck at playing $k = 0$. But condition (1), a primitive restriction on that I know to be true, implies that $K = \lambda \theta$ is necessarily inconsistent with $\tau = Y = \theta$. So, the original guidance is not credible."

We have thus reached a contradiction: a commitment to deliver on both $\tau$ and $Y$ does not work.\(^{27}\)

This clarifies why in the first place we restricted the policymaker to communicate a commitment for either $\tau$ or $Y$, as opposed to both. In Appendix C.2.2, we further show that expanding the message space in state 0 (e.g., revealing the state $\theta$ in addition to the communicating a commitment on $\tau$ or $Y$, or providing a “rationale” for the policy plan) does not alter the implementability constraints characterized in Proposition 3. What is left open is only the possibility that the policymaker commits to a flexible relation between $\tau$ and $Y$. We revisit this possibility in Section 8. For now, we note that the above argument in reverse proves the following: if the first best is to be attained by any means, it has to be that the public believes that it is not attained.

This gets to the heart of our departure from rational expectations equilibrium. When agents expect $\tau = Y = \theta$, they play $K = \theta$, which in turn allows the policymaker to achieve $\tau = Y = \theta$, in line with the public’s initial forecast. When $\lambda = 1$, one can close the loop to establish the existence of a rational expectations equilibrium.

\(^{27}\)To put this in context, a central bank cannot jointly promise to deliver both the natural rate of interest and the natural rate of unemployment ($\tau = Y = \theta$) in a way that a public could believe despite the latter’s incorrect belief that aggregate spending will not be at its natural level ($K \neq \theta$). A similar argument shows, in Appendix C.2.1, why the policymaker cannot commit to deliver $K = \theta$; he simply does not have the means to do this.
equilibrium where the public believes the government and the expectation $\tau = Y = \theta$ is fulfilled. But once $\lambda < 1$, the loop doesn’t close, precisely because the public has a distorted view of the world.

The policy problem thus boils down to the following key question: *How can the policymaker persuade the public to do the right thing (i.e., play an action close to the first best) despite their wrong understanding of equilibrium?*

### 5.2 GE feedback and the optimal form of forward guidance

To answer the aforementioned question, we now turn attention to how the introduced friction interacts with $\gamma$, or the strength of the GE feedback. The next Proposition establishes that, as $\gamma$ increases, the distortion of the implementability constraint is *exacerbated* under instrument communication ($\mu_\tau$ gets further away from $\mu^*$), whereas it is *alleviated* under target communication ($\mu_Y$ gets closer to $\mu^*$).

**Proposition 5.** Fix any $\lambda \in (0, 1)$ and $\alpha \in (0, 1)$. As $\gamma$ increases, both $\mu_\tau(\lambda, \gamma)$ and $\mu_Y(\lambda, \gamma)$ increase. Furthermore, $\mu_\tau(\lambda, 1) > 1$ and $\mu_Y(\lambda, 1) = \mu^* = 1$, whereas $\mu_\tau(\lambda, 0) = \mu^* = 1$ and $\mu_Y(\lambda, 0) < 1$.

The intuition is easily conveyed in the extreme cases of $\gamma = 0$ and $\gamma = 1$. Consider first the case in which the GE effect is absent, or $\gamma = 0$. Behavior is pinned down purely by the PE effect of the policy: $k_i = \mathbb{E}_i \tau$ for all $i$. As a result, committing on a value $\hat{\tau}$ for the instrument (“offering clarity about interest rates”) guarantees that $K = \hat{\tau}$, regardless of $\lambda$. Condition (1) then gives $Y = \hat{\tau}$, which means that $\mathcal{A}_\tau = \mathcal{A}^*$, for all $\lambda < 1$. That is, there is no distortion with instrument communication—but there is one with target communication. For when $\gamma = 0$, target communication transforms the game played among the agents from one with a null strategic interaction to one with a non-zero strategic substitutability (indeed, $\delta_\tau = 0$ but $\delta_Y < 0$ when $\gamma = 0$), thus also allowing the belief friction to influence the implementability constraint.

The converse is true when the GE effect is maximal, or $\gamma = 1$. Behavior is then pinned down exclusively by expectations of the outcome: $k_i = \mathbb{E}_i Y$ for all $i$. The distortion is then eliminated by, and only by, communicating a target $\hat{Y}$ for the outcome (“offering clarity about the unemployment target”).

This discussion implies that the first best is attained by announcing $\hat{\tau} = \theta$ when $\gamma = 0$, and by $\hat{Y} = \theta$ when $\gamma = 1$. Each strategy, in its most favorable case, sidesteps the friction entirely by eliminating agents’ need to forecast, or reason about, others’ actions.

What about the intermediate case in which $\gamma \in (0, 1)$? In this case, neither strategy completely eliminates the need to reason about others’ behavior. Furthermore, because the implementability constraint is tilted away from the frictionless counterpart under both strategies, it is no more optimal to announce either $\hat{\tau} = \theta$ or $\hat{Y} = \theta$. Instead, conditional on the mode of communication, the optimal announcement and the corresponding outcome are both affected by the friction, in a manner that we explain below. Still, the monotonicities of the implementability constraints with respect to $\gamma$ documented in Proposition 5 suggest that the overall distortion is minimized by target communication if and only if the GE effect is strong enough. The next theorem verifies this intuition.

**Theorem 1** (Optimal Forward Guidance). For any $\lambda < 1$, there exists a threshold $\hat{\gamma} \in (0, 1)$ such that: when $\gamma \in (0, \hat{\gamma})$, instrument communication is strictly optimal for all $\theta$; and when $\gamma \in (\hat{\gamma}, 1)$, target communication is strictly optimal for all $\theta$. 
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The basic idea is that anchoring expectations about the object that has the biggest direct effect on agents’ behavior (which is \( \tau \) when \( \gamma \) is small and \( Y \) when \( \gamma \) is large) helps minimize the distortion caused by any mistakes in their reasoning about the indirect equilibrium effects of policy. A detailed proof is provided in Appendix A. Below we sketch the main argument. We also characterize the pair \((\tau, Y)\) that is implemented by the optimal strategy for each \( \theta \).

5.3 Complete characterization of optimal policy

Given \( \theta \), the policymaker chooses a set \( \mathcal{A} \in (\mathcal{A}_f(\lambda), \mathcal{A}_Y(\lambda)) \) and a pair \((\tau, Y) \in \mathcal{A}\) to minimize her loss:

\[
\min_{\mathcal{A} \in (\mathcal{A}_f(\lambda), \mathcal{A}_Y(\lambda)), (\tau, Y) \in \mathcal{A}} L(\tau, Y, \theta)
\]

Focus on \( \lambda < 1 \) and \( \gamma \in (0, 1) \), and let \((\mathcal{A}^{sb}, \tau^s, Y^s)\) be the (unique) triplet that attains the minimum.

Given the assumed specification of \( L \) and the characterization of the implementability sets in Proposition 3, we can restate the choice of the form of forward guidance as the choice of a slope \( \mu \in [\mu_f(\lambda), \mu_Y(\lambda)] \) for the equilibrium mapping between \( \tau \) and \( Y \). Letting \( r = \tau / \theta \) and substituting the implementability constraint we reach the following simpler representation of the policymaker’s problem:

\[
\min_{\mu \in [\mu_f(\lambda), \mu_Y(\lambda)], r \in \mathbb{R}} \left[ (1 - \chi)(r - 1)^2 + \chi(r\mu^{-1} - 1)^2 \right]
\]

(13)

This makes clear that the optimal form of forward guidance is the same for all realizations of \( \theta \) and lets \( r \) identify the optimal covariation of \( \tau \) with \( \theta \).

It is simple to solve for the optimal \( r \) in closed form and arrive at the following representation of the policymaker’s loss as a function of \( \mu \) alone:

\[
\mathcal{L}(\mu) = \min_{r \in \mathbb{R}} \left[ (1 - \chi)(r - 1)^2 + \chi(r\mu^{-1} - 1)^2 \right] = \frac{\chi(1 - \chi)(1 - \mu)^2}{\mu^2(1 - \chi) + \chi},
\]

which is a U-shaped function of \( \mu \in (0, \infty) \), with a minimum equal to 0 and attained at \( \mu = 1 \) (the frictionless case). The interpretation of this loss function is simple. He closer \( \mu \) is to 1, the smaller would be the distortion from the frictionless benchmark even if we were to hold \( r \) fixed at 1. The fact that the policymaker can adjust \( r \) as a function of \( \mu \) moderates the distortion but does not upset the property that the loss is smaller the closer \( \mu \) is to 1.

The optimal form of forward guidance can now be found by studying which of the two feasible values of \( \mu \) yields the smallest value for \( \mathcal{L}(\mu) \). Varying \( \gamma \) changes these two values without affecting the loss incurred from any given \( \mu \). In particular, raising \( \gamma \) drives \( \mu_f \) further way from 1 and brings \( \mu_Y \) closer to 1. It follows that \( \mathcal{L}(\mu_f) \) is an increasing function of \( \gamma \), whereas \( \mathcal{L}(\mu_Y) \) is a decreasing function of it. Next, note that both \( \mathcal{L}(\mu_f) \) and \( \mathcal{L}(\mu_Y) \) are continuous in \( \gamma \) and recall from our earlier discussion that \( \mathcal{L}(\mu_f) = 0 < \mathcal{L}(\mu_Y) \) when \( \gamma = 0 \) and \( \mathcal{L}(\mu_f) > 0 = \mathcal{L}(\mu_Y) \) when \( \gamma = 1 \). It follows that there exists a threshold \( \hat{\gamma} \) strictly between 0 and 1 such that \( \mathcal{L}(\mu_f) < \mathcal{L}(\mu_Y) \) for \( \gamma < \hat{\gamma} \), \( \mathcal{L}(\mu_f) = \mathcal{L}(\mu_Y) \) for \( \gamma = \hat{\gamma} \), and \( \mathcal{L}(\mu_f) > \mathcal{L}(\mu_Y) \) for \( \gamma > \hat{\gamma} \).

Figure 1 illustrates this argument in a graph, with the slopes \((\mu_f, \mu_Y)\) in the left panel and the loss functions \((\mathcal{L}(\mu_f), \mathcal{L}(\mu_Y))\) on the right. In a nutshell, because a stronger GE feedback increases the distortion under instrument communication but reduces the distortion under target communication, target communication is optimal if and only if the GE feedback is strong enough.
The next result completes the characterization of the optimal policy by describing the precise guidance offered and the result obtained for any given $\theta$.

**Proposition 6.** For any $\lambda \in [0, 1)$ and any $\gamma \in [0, 1]$, let $(r^{sb}, \mu^{sb})$ be the solution to problem (13) and let $\varphi^{sb} = r^{sb}/\mu^{sb}$. Then, $\mu^{sb} = \mu_t(\lambda, \gamma)$ if $\gamma < \hat{\gamma}$ and $\mu^{sb} = \mu_Y(\lambda, \gamma)$ if $\gamma > \hat{\gamma}$. Furthermore:

(i) If $\gamma < \hat{\gamma}$, the policymaker commits to and announces $\tau = r^{sb}\theta$ in stage 0, and obtains $Y = \varphi^{sb}\theta$ in stage 2. If instead $\gamma > \hat{\gamma}$, she commits to and announces $Y = \varphi^{sb}\theta$ in stage 0, and meets this target with $\tau = r^{sb}\theta$ in stage 2.

(ii) $r^{sb}$ displays a downward discontinuity at $\gamma = \hat{\gamma}$, is continuous and strictly increasing in $\gamma$ everywhere else, and satisfies $r^{sb} > 1$ for $\gamma \in (0, \hat{\gamma})$ and $r^{sb} < 1$ for $\gamma \in (\hat{\gamma}, 1)$

(iii) $\varphi^{sb}$ displays an upward discontinuity at $\gamma = \hat{\gamma}$, is continuous and strictly decreasing in $\gamma$ everywhere else, and satisfies $\varphi^{sb} < 1$ for $\gamma \in (0, \hat{\gamma})$ and $\varphi^{sb} > 1$ for $\gamma \in (\hat{\gamma}, 1)$

Part (i) follows directly from the preceding analysis and lets $r^{sb}$ and $\varphi^{sb}$ measure the optimal slope of, respectively, the instrument and the outcome with respect to the underlying fundamental. Parts (ii) and (iii) then follow from the characterization of the functions $r(\cdot)$, $\mu_t(\cdot)$ and $\mu_Y(\cdot)$. The discontinuity of $r^{sb}$ and $\varphi^{sb}$ at $\gamma = \hat{\gamma}$ reflects the switch from one form of forward guidance to the other and the flipping of the distortion. When $\gamma < \hat{\gamma}$, the policymaker engages in instrument communication, the friction causes attenuation, and the optimal policy moderates the distortion by having $\tau$ move more than one to one with $\theta$. When instead $\gamma > \hat{\gamma}$, the policymaker engages in target communication, the friction causes amplification, and the optimal policy has $\tau$ move less than one to one with $\theta$.

### 5.4 Additional properties and an illustration

We conclude this section with a few clarifications on what happens when the GE feedback is negative, on the comparative statics of the threshold $\hat{\gamma}$, and on the latter’s translation in terms of primitives within the context of our simplified version of the New Keynesian model.
Negative GE effects, or $\gamma < 0$.  The restriction to positive GE effects ($\gamma > 0$) is consistent with the liquidity-trap application. But as already noted, the opposite scenario is possible in other contexts: in the Neoclassical investment example studied in Appendix B, for example, negative $\gamma$ can be obtained if wage pressure overcomes the aggregate demand externality. In this scenario, the games induced by both forms of forward guidance display strategic substitutability, but the substitutability is milder with instrument communication (i.e., $\delta_Y < \delta_T < 0$).

Theorem 1 directly extends to this case: the result holds regardless of whether $\gamma$ is positive or negative. This is readily verified by noting that the Proof of Theorem 1 in Appendix A never uses $\gamma > 0$.28 Thus target communication is optimal if and only if the GE feedback is both positive and large enough in magnitude.

Comparative statics of $\hat{\gamma}$. Because the model is highly tractable, we can characterize the dependence of the optimal form of forward guidance on all model parameters.

Proposition 7. The threshold $\hat{\gamma}$, above which target communication is optimal, decreases with $\chi$, increases with $\alpha$, and decreases with $\lambda$.

The effect of $\chi$ is obvious: raising the policymaker’s concern about the “output gap” expands the range of $\gamma$ for which target communication is optimal. The effect of $\alpha$ reflects the fact that low $1 - \alpha$, or weight on $\tau$ in the post-period condition (1), makes commitments under target communication harder to meet. Finally, increasing $\lambda$ always decreases the “extent” of friction, but this matters uniformly more for target communication.

A vanishing friction limit, or $\lambda \to 1$. We know that when $\lambda = 1$ the threshold $\hat{\gamma}$ is not well-defined because both communication methods are equivalent. Still, there is a well-defined limit in the case of a vanishingly small but positive behavioral distortion:

Corollary 5 (Optimal Forward Guidance with Vanishing Frictions). In the limit of zero friction, or $\lambda \to 1$, the critical GE feedback from Theorem 1 depends only on $\alpha$: $\hat{\gamma}_{vf} \equiv \lim_{\lambda \to 1} \hat{\gamma} = \tfrac{1}{2 - \alpha} \in (\tfrac{1}{2}, 1)$.

The condition $\gamma \leq 1/(2 - \alpha)$ distills our analysis to a simple check of whether GE feedback is sufficiently strong relative to the policymaker’s ability to honor commitments (which is measured by $1 - \alpha$, the weight on $\tau$ in the second period).

An illustration of $\hat{\gamma}$ in the New Keynesian model. We now apply Corollary 5 to translate our main result in the New Keynesian model of Appendix B.1. In this model, $\gamma$ is positively related to the representative agent’s marginal propensity to consume (MPC) out of income and maps cleanly to the slope of a Keynesian cross; but a single deep parameter controls both the previous moment and the parameter $\alpha$, making it unclear how optimal policy relates to the MPC. Still, as shown in Appendix C.4, the optimal policy switches to target communication for a sufficiently high MPC. For a “calibration” that matches a three-year liquidity trap, the threshold value for an annualized MPC is 0.21.

---

28The argument in the proof only uses the restriction $|\delta_X| < 1$, which itself maps to $\alpha < \tfrac{1}{2 - \gamma}$ regardless of whether $\gamma$ is positive or negative. Recall that this restriction means that beliefs of arbitrarily high order have a vanishing effect on behavior. See Appendix C.3 for additional details.
Needless to say, this calculation is purely illustrative: our model is too stylized to allow quantitative statements. But an MPC above 0.21 is not unreasonable: the available evidence suggests an average, across households, MPC of 0.30 or above (See, for instance, the review in Jappelli and Pistaferri, 2010). We therefore view this back-of-the-envelope exercise as a hint for the possible value of applying our insights to richer, quantitative frameworks that emphasize high MPCs for a large fraction of the population (Kaplan and Violante, 2014) and a general-equilibrium focused transmission of monetary policy (Kaplan, Moll and Violante, 2018; Werning, 2015).

6 Robustness

Before re-introducing the policy context in Section 7, we pause here to discuss the robustness of our main result to confounding shocks (Section 6.1), arbitrary mistakes in GE reasoning (Section 6.2), and attention to forward guidance (Section 6.3).

6.1 Imperfect control and additional shocks

Much of the contemporary discussion of “instrument problems” follows the durable logic of Poole (1970): that the optimal implementation device is the one best hedged against confounding shocks. Although the logic developed here is different, Poole-like considerations were certainly involved in the Fed’s actual communication choices during the Great Recession. In Appendix C.5, we thus consider an extension of our baseline model that combines bounded rationality with two Poole-like elements: (i) “uncertainty about future fundamentals,” or the existence of an unanticipated shock to $Y$ in equation (1); and (ii) “imprecise implementation,” or the necessity of targeting a noisy measurement of $Y$ or $\tau$.

The first element needs no motivation in terms of real-world relevance. But it is worth clarifying that this element is consequential in the theory only insofar as the commitments announced in stage 0 about $\tau$ or $Y$ cannot be directly contingent of the future shocks, which is what Poole (1970) assumes. If instead these commitments could be fully contingent, the irrelevance result established in our rational-expectations benchmark would extend, and so would all our subsequent results.

The second element might relate to the imprecise mapping from primitive conditions to headline macro statistics. As an example, the Fed was very concerned in March 2014 that unemployment figures were falling toward the pre-committed 6.5% threshold for the “bad reason” that individuals were leaving the labor force, while primitive labor market conditions were not improving so much (Blinder et al., 2017).

These elements now emerge as additional determinants of the optimal policy. For instance, committing on a target for $Y$ helps insure against unwanted future fluctuations in aggregate demand. But, unlike our approach, such Poole-like considerations do not induce a dependence of the optimal policy on the relative importance of PE and GE considerations, as capture by the structural parameter $\gamma$.

---

29 See Friedman (1990) for a review of the related literature, and Atkeson, Chari and Kehoe (2007) and Halac and Yared (2018) for two recent applications that add commitment considerations. A closely related logic underlies the modern literature on Taylor rules (we return to this point in Section 8) and even Weitzman (1974)’s classic on “quantities vs prices.”
Proposition 8. In the presence of Poole-like considerations, the optimal choice between instrument and target communication depends on $\gamma$ only when $\lambda < 1$, and Theorem 1 continues to hold.

What is more, the logic that the instrument-vs-target choice is irrelevant for implementability in the rational-expectations benchmark (but not away from it) generalizes in the following “average” sense:

Proposition 9. Let $E_p[\tau]$ and $E_p[Y]$ be the policymaker’s expectation of $\tau$ and $Y$ at stage 0, where the expectation is taken over the possible realizations of the future shocks in $Y$ or the measurement errors. When $\lambda = 1$ (rational expectations), equilibrium imposes $E_p[\tau] = \mu^* E_p[Y]$ with $\mu^* = 1$, regardless the policymaker’s choice. When instead $\lambda < 1$ (bounded rationality), equilibrium imposes $E_p[\tau] = \mu_\tau E_p[Y]$ under instrument communication and $E_p[\tau] = \mu_Y E_p[Y]$ under target communication, with $\mu_\tau > 1 > \mu_Y$. Furthermore, $\mu_\tau$ and $\mu_Y$ are the same as in the baseline model.

Under rational expectations, and from the policymaker’s perspective at the time she has to choose whether to commit on a value for $\tau$ or a value for $Y$, there continues to exist no trade-off in terms of how steep or flat the implementability constraint is. What changes between these two choices is only the extent of insurance provided against future shocks or measurement error. By contrast, with bounded rationality, implementability is fundamentally altered: the average relation between $\tau$ and $Y$ depends on the policy rule, and on its interaction with $\gamma$, essentially in the same way as in our baseline model.

This explains not only why the optimal choice inherits the comparative statics of that in our baseline analysis, but also why the optimal switch from instrument to target communication is associated with a reduction in the expected value of $\tau$ needed to achieve the desired target in $Y$. Formally:

Corollary 6. Fix any $Y^\#$, consider the (unique) equilibrium that induces $E_p[Y] = Y^\#$ under each mode of communication, and let $\tau^\#$ denote the corresponding value of $E_p[\tau]$. When $\lambda = 1$, $\tau^\#$ is the same under the two modes of communication; but when $\lambda < 1$, $\tau^\#$ is strictly smaller under target communication.

This anticipates a point we make in Section 7: the 2012 shift in the Fed’s communication strategy may have—unintentionally but favorably—help shorten the length the economy had to spend at the ZLB.

6.2 Arbitrary mistakes in reasoning

Our main specification equated agents’ bounded rationality to lack of common knowledge of others’ awareness and rationality, which amounted to under-estimation of GE effects. As explained in Section 4, this captures the common core feature of a theoretical literature we build on. But a policymaker themselves could be forgiven for not having complete confidence that these theories are correct.

Consider the following two alternative stories. The first is that individual agents will be startled and over-estimate the response of the economy to the policy news. The second is that agents’ behavior will be swayed by animal spirits (extrinsic waves of optimism and pessimism about the behavior of others) or by purely random errors in their reasoning about GE effects (such as, perhaps, those caused by a mis-specified belief about the structure of the economy). To capture these possibilities in a structured yet flexible manner, we now consider the following specification of how the beliefs about others’ behavior:
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**Assumption 4** (General distorted reasoning). *Average beliefs satisfy* \( \bar{E}[K] = \lambda K + \sigma \varepsilon \) *for some* \( \lambda > 0 \) *and* \( \sigma \geq 0 \), *where* \( \varepsilon \) *is a unit-variance noise term unknown to the policymaker and independent of the policy announcement.*

Unlike the main analysis, the friction is now introduced directly in the expectations of \( K \) as opposed to the depth of agents’ knowledge and rationality. This shortcut lets us focus on how the friction matters for behavior as opposed to how it is micro-founded. But the missing details can easily be filled in.

For instance, letting \( \lambda > 1 \) is akin to modifying the “default point” in Assumption 3 in the following way: let agents believe that with positive probability others will be “startled” and over-react to the policy message instead of being “sleepy” and under-reactive.\(^{30}\) Basically the same applies to Level-k Thinking with a level-0 belief of the form \( \eta \hat{X} \), for some \( \eta > 1 \). And just as \( \lambda < 1 \) directly captures the form of “cognitive discounting” assumed in Gabaix (2019), \( \lambda > 1 \) directly captures the opposite bias, or a form of “cognitive hyperopia.” As for \( \sigma > 0 \), this can be micro-founded by introducing either an “erratic” level-0 belief, or shocks to higher-order beliefs along the lines of Angeletos and La’O (2013); and can be interpreted as animal spirits or purely random errors in equilibrium reasoning.

The upshot for implementable sets is the following:

**Proposition 10.** A pair \((\tau, Y)\) is implementable if and only if

\[
\tau = \mu_X(\lambda, \gamma) Y + \psi_X(\sigma, \gamma) \varepsilon
\]

where \( X \in \{\tau, Y\} \) indexes the mode of communication, \( \mu_\tau(\lambda, \gamma) \) and \( \mu_Y(\lambda, \gamma) \) are defined in Proposition 3, and

\[
\psi_\tau(\sigma, \gamma) \equiv -\sigma \frac{\alpha \gamma}{1 - \lambda a \gamma + \alpha^2 \gamma (\lambda - 1)} \quad \text{and} \quad \psi_Y(\sigma, \gamma) \equiv -\sigma \frac{\alpha^2 (1 - \gamma)}{(1 - a)(1 - a + \lambda \alpha (1 - \gamma))}
\]

Compared to the case with under-reactive beliefs (\( \lambda < 1 \)), the case with over-reactive beliefs (\( \lambda > 1 \)) flips the sign of distortion: forward guidance is now amplified under instrument communication (\( \mu_\tau < 1 \)) and attenuated under target communication (\( \mu_Y > 1 \)). Nevertheless, the comparative statics of the size of distortion with respect to the strength of the GE feedback remain the same: as \( \gamma \) increases, the distortion under instrument communication gets larger and that under target communication gets smaller.

The distortions induced by random perturbations (\( \sigma > 0 \)) share this comparative static, too. The common mechanism is that a higher \( \gamma \) increases the dependence of behavior on any mistakes about \( Y \) relative to any mistakes about \( \tau \). This is true regardless of whether these mistakes are positively correlated, negatively correlated, or uncorrelated with the announcement itself.

Putting these ideas together, it is easy to show that our main policy result and the intuition about minimizing the distortion also remain for any \( \lambda \) and \( \sigma \).

**Proposition 11.** When \( \lambda = 1 \) and \( \sigma = 0 \), the optimal form of forward guidance is indeterminate. When instead \( \lambda \neq 1 \) and/or \( \sigma \neq 0 \), Theorem 1 continues to hold: there exists \( \hat{\gamma} \in (0, 1) \) such that target communication is optimal if and only if \( \gamma > \hat{\gamma} \).

---

\(^{30}\)The only twist is that \( \lambda \) is no more the aforementioned probability, but rather a mixture of this probability and the perceived over-reaction of others.
Finally, consider the following re-interpretation of the previous results from a policymaker’s perspective. Regardless of what are the values of \((\lambda, \sigma)\) in the context of Assumption 4, the loss functions of instrument and target communication are monotone in \(\gamma\) and the main “threshold result” is true. By implication, if a policymaker has a non-degenerate prior over \((\lambda, \sigma)\), in expectation the result must continue to hold. This is summarized in the following corollary:

**Corollary 7** (Robustness to unknown distortions). Assume that, from the policymaker’s perspective, the parameters \((\lambda, \sigma) \in \mathbb{R}^2_+\) are random and drawn from some non-degenerate prior distribution \(\pi \in \Delta(\mathbb{R}^2_+)\). Then Theorem 1 continues to hold.

In this sense, a policymaker who suspects that the public has the wrong model of how policy works in GE but is not sure of the precise model thereof could still apply our main result.

### 6.3 Inattention

An important simplification in our model is that agents hear forward guidance perfectly clearly. This contrasts with ample evidence of inattention and compatible theories (Sims, 2003; Gabaix, 2014).\(^{31}\)

Consider the simplest such model, with Gaussian signal extraction. The fundamental \(\theta\) is Gaussian with mean 0; the policy announcement \(X\), which is linear in \(\theta\) along the optimal policy strategy, is thus also Gaussian with mean 0; and each agent receives only a noisy version of the announcement, given by \(x_i = X + u_i\), where \(u_i\) is an idiosyncratic Gaussian random variable with mean 0. Let \(x_i\) have a fixed signal-to-noise ratio with respect to \(X\), regardless of the form of forward guidance. This signal-to-noise ratio indexes agents’ “attentiveness” to arbitrary announcements. All agents are rational and Bayesian. All these facts and the aforementioned signal-to-noise ratio are common knowledge.

In this model, which resembles Morris and Shin (1998, 2002), Woodford (2003) and Angeletos and Lian (2018), the following properties hold. First, the average expectation of \(X\) is \(\bar{E}[X] = qX\) for some \(q < 1\) (with \(q\) being simply a positive transformation of the signal-to-noise ratio). Second, the higher-order expectations of \(X\) satisfy \(\bar{E}^h[X] = \lambda^{h-1}\bar{E}[X]\) for all \(h \geq 2\), with \(\lambda = q\). And third, the implementable combinations of \(\tau\) and \(Y\) are invariant to the form of forward guidance.

The first two properties are commonplace in the literature. The third, which is central to our purposes and is proved in Appendix D, clarifies that noisy information alone does not upset the irrelevance property of the noiseless REE benchmark we studied in Section 3. A simple intuition is that, in the new context, which has noisy but still rational expectations, \(\tau\) and \(Y\) are both functions of the same fundamental and these functions are themselves correctly understood by the agents. It follows that a signal of one is just as good as a signal of the other and, as a result, there is still no meaningful trade-off between anchoring the expectations of \(\tau\) and anchoring the expectations of \(Y\).

By the same token, the crucial feature of Assumption 3 was not the rigidity in higher-order beliefs per se (which is present in the above model) but rather the systematic error in equilibrium reasoning (which is

---

\(^{31}\)In fact, evidence from Coibion, Gorodnichenko and Weber (2019) and Coibion et al. (2019) suggests that households are specifically inattentive to central bank communication.
absent in the above model). This squares well with the basic premise that our paper is all about systematic errors in equilibrium reasoning, as opposed to mere inattention or rational confusion. But what if these conceptually distinct forces come together in practice?

In Appendix D, we augment the previous model with a behavioral twist—incorrect perception of the noise in private signals—to separately parametrize the relevant forces. The first- and higher-order beliefs continue to satisfy $\overline{E}[X] = qX$ and $\overline{E}^h[X] = \lambda^{h-1}\overline{E}[X]$ for $h \geq 2$, but now $\lambda \neq q$. This immediately restores the difference between instrument and target implementation: $\lambda \neq q$ in the present context has essentially the same effect on implementability as $\lambda \neq 1$ in our baseline analysis. We then obtain two sets of results for optimal policy, based on different perspectives on the “right” specification of the policymaker’s objective.

Suppose, first, that the bias in equilibrium reasoning ($\lambda \neq q$) remains the only source of inefficiency. By this we mean a situation in which inattention ($q < 1$) is rational and internalized by the policymaker. In this case, we obtain a generalization of Theorem 1 and Corollary 7 regardless of the values of $\lambda$ and $q$.

This case, which is our preferred one from a theoretical perspective, is consistent with recent work showing that rational inattention, by itself, does not upset market efficiency and does not call for policy intervention. It also fully preserves the spirit of our baseline analysis: the policymaker’s optimum coincides with rational expectations equilibrium whether the later is noiseless (baseline) or noisy (here).

If, in contrast, we treat both inattention ($q < 1$) and incorrect equilibrium reasoning ($\lambda \neq q$) as sources of inefficiency, the usual second-best argument applies: in principle, the policymaker might try to use one distortion to offset the other. We spell out the details in Appendix D. We proceed to argue that, even under this confounding scenario, our main policy prescription survives in the case that best fits the available survey evidence on macroeconomic expectations.

6.4 Endogenous depth of reasoning

So far we have treated the parameters controlling depth of reasoning (e.g., $\lambda$ from Assumption 3) as exogenous. We now consider two important ways in which $\lambda$ might itself vary with context, and discuss how they affect our main conclusions.

Learning and rational expectations. Consider first that agents could learn to be more “sophisticated” over time by playing the same game repeatedly, noticing any systematic forecast errors, and adjusting beliefs accordingly. The literature has documented such learning in the laboratory and has captured it by letting the depth of reasoning increase with the rounds of play (e.g., Crawford, Costa-Gomes and Iriberri, 2013; Mauersberger and Nagel, 2018). In our context, this would suggest letting $\lambda$ get closer to 1 with the passage of time and the accumulation of experience.

But this seems of little relevance for our application to Great Recession and the kind of unconventional monetary policies central banks had to experience with, for essentially the first time, due to the binding

---

32See Angeletos and Sastry (2019) for an extension of the Welfare Theorems for economies with a general form of rational inattention, and Angeletos and La’O (2018) for a related result in the context of optimal monetary policy.

33A related idea appears in the macroeconomics literature on the learning foundations of rational-expectations equilibrium (e.g., Evans and Honkapohja, 2012), although there the maintenance of the representative-agent framework precludes the kind of strategic considerations that the aforementioned experimental literature and our paper alike are concerned with.
ZLB constraint. This was an unfamiliar set of circumstances, not an easily learned phenomenon for which agents would have well-tuned models. Like Farhi and Werning (2019), we thus think that models of frictional reasoning that echo laboratory predictions for reasoning in unfamiliar circumstances and “early” rounds of play, or a value of $\lambda$ well below 1, are the right place to start for modeling this scenario.

Furthermore, even when people have the chance of repeated play and learning, “convergence to rational expectations” is not necessarily a good approximation of reality. There is abundant macro evidence, reviewed in the previous Subsection and in Appendix D, suggesting that model mis-specification persists even in the “stationary” environment of regular macroeconomic forecasting. This improves our confidence that $\lambda \neq 1$, and particularly $\lambda < 1$, are an attractive starting point even in these contexts.

Adapting cognitive effort. Consider next the possibility that agents decide how much “effort” to invest into equilibrium reasoning at a cost. The natural prediction of such a model is that reasoning is highest when it has the most value or influence on decisions. Laboratory experiments by Alaoui and Penta (2016) and Gill and Prowse (2016) uncover related sensitivity of “depth of play” to contextual shifters that regulate the private return to strategic reasoning.

In our context, this translates to letting $\lambda$ increase (get closer to 1) with $|\delta X|$, or the (absolute) weight on the actions of others in the agent’s best response. This means that $\lambda$ would increase with $\gamma$ under instrument communication but decrease under target communication. Such an asymmetric effect of $\gamma$ on $\lambda$ disrupts the monotonicities of the loss functions that we use to prove Theorem 1.

That said, another force that could reinforce our take-home message is including the public’s costs of cognition to the policymaker’s loss function. Reducing the amount of required contemplation about the behavior of others could then be a “win-win:” it reduces distortions (the main point of Theorem 1) and prevents direct disutility associated with thinking at all.

7 Application: Monetary Policy in a Liquidity Trap

In this section, we contextualize our model’s relevant insights for the main motivating example: communication about monetary policy when interest rates are at their zero lower bound (ZLB).

7.1 Justifying the switch from instrument to target communication

Our finding that bounded rationality—of the kind captured by Assumption 3—attenuates the power of instrument-based forward guidance is basically the same as a common finding of Angeletos and Lian (2018), Farhi and Werning (2019), Garcia-Schmidt and Woodford (2019), and Gabaix (2019). Our analysis has added three new lessons, which are crucial for policy interpretation. First, we have shown how optimal policy may largely bypass the problem emphasized in these works, restoring the power of forward guidance by letting it take a different form than that allowed in these works. Second, we have offered a
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34This is subject to the qualifications made in footnote 25 and Section 6.3. In particular, because the approach taken in Angeletos and Lian (2018) features both a friction in higher-order beliefs and a friction in first-order beliefs (or both $\lambda < 1$ and $q < 1$ in the notation of Section 6.3), it has the capacity to attenuate both forms of forward guidance. We suspect that the same is true.
simple guideline for when it is optimal to switch from instrument-based to target-based forward guidance. And third, we have shown that this guideline is robust to alternative assumptions about the friction in GE reasoning that may flip the predictions of the aforementioned works.

Let us henceforth focus on the offered policy guideline: that central banks should communicate about targets in situations with large GE feedback (Theorem 1). In the simple New Keynesian micro-foundation described in Appendix B.1, this condition corresponds to a larger marginal propensity to consume out of income in the liquidity trap, or a steeper Keynesian cross. More complicated models enrich the “deep” determinants of the relevant GE feedback, often increasing its quantitative magnitude.

For example, binding liquidity constraints and heterogeneity typically steepen the Keynesian cross (Kaplan, Moll and Violante, 2018; Farhi and Werning, 2019). Financial accelerator mechanisms introduce an additional channel for (expected future) demand to feed back into consumption via asset wealth (e.g., Kiyotaki and Moore, 1997; Bernanke, Gertler and Gilchrist, 1999; Caballero and Simsek, 2017). And in the fully dynamic version of the New Keynesian model, the interaction of consumers’ demand with firms’ price-setting decisions, and then back into consumption via inflation expectations, generates a chain of GE feedback effects whose length and ferocity increases with the horizon of the liquidity trap (Angeletos and Lian, 2018), a property that may be proxied here by mapping a longer trap to a larger $\gamma$.

These ideas together suggest that a severe demand recession, like what the US and other advanced economies experienced after the financial crisis, is the most opportune time to engage in target communication. This recommendation qualifies the policy lesson of the aforementioned literature, which showed severe ineffectiveness of instrument-based guidance in precisely the scenarios that, as shown here, most favor target-based guidance. And it offers a new normative justification for the actual shift in the Fed’s language in late 2012.

We expand on the applicability of our insights to that particular experience in the rest of this section. In doing this, it is worth returning to the role played in our analysis by the assumption that the first best is attained under rational expectations. As noted in Section 2.2, this assumption was ideal for purely theoretical purposes, because it let isolate bounded rationality as the only distortion. But it is almost certainly not applicable in the Great Recession. In this context, it is instead more appropriate to assume that the level of output during the trap falls short of the first best even under rational expectations. In Appendix B.1.3, we show how to accommodate this scenario in our framework and explain why this strengthens the case for target communication under our baseline bounded-rationality specification. Achieving more response of $Y$ to $\tau$ usefully “keeps powder dry” and avoids an excessive distortion after the liquidity trap.\textsuperscript{35}

\textsuperscript{35}This recommendation is less robust than our main one, insofar as it is more fragile to alternative mis-specification in beliefs. But it holds under Assumption 3, that is, the same type of bounded rationality as that assumed in the related works of Farhi and Werning (2019), Gabaix (2019) and Garcia-Schmidt and Woodford (2019).
7.2 Shining the spotlight to restore confidence

John C. Williams, when discussing the merits of changing the language of forward guidance during the Fed’s December 2012 meeting, said that the “spotlight” would shift from instruments to targets “for better or worse” (Section 2.4). Although we are not sure what John C. Williams had in mind or how he would himself formalize it, our model provides one complete story for why this metaphor is apt and how it can translate into a policy prescription.

As a preliminary matter, should shining the spotlight on a particular variable matter at all? With rational expectations equilibrium, given full commitment and a lack of confounding shocks, agents are equally informed about and/or confident in the future values of instruments or targets regardless of which is announced. The spotlight might shine directly on only one object, but it is reflected just as clearly onto the second in the public consciousness.  

36 By contrast, in the model with bounded rationality, the spotlight is necessarily brighter on the announced variable than on the variable about which the public imperfectly reasons in general equilibrium. More practically, the policymaker can never talk their way around belief disagreement to achieve “perfect clarity,” defined here as full alignment of beliefs about both instruments and targets. 37 What optimal policy does instead is mitigate the impact of inevitable disagreement on equilibrium outcomes.

While “achieving perfect clarity” is not the right intuition for our main result, “maximizing confidence” is. An reasonable definition of “confidence” in our setting, taking very seriously the story of Assumption 3, might be “the importance of forecasting others’ actions to take one’s own.” The negative magnitude of strategic interaction, $-|\delta|$ as defined in best-response (9), is a natural unit that captures the sensitivity of one’s actions to forecasts of others. 38 The policymaker’s preference for a given communication method monotonically increases in thusly defined confidence, because distortions kick in exactly when confidence is low and equilibrium reasoning is important.

7.3 Explaining dis-anchored beliefs in the crisis

Through the lens of our theory, the Fed’s foray into target communication in December 2012 may have optimally sacrificed confidence about interest rates (and tranquility in the bond market) in order to anchor the “more useful” expectations about real outcomes.

While the data from this one episode are insufficient to test our model precisely, they are consistent with there being a trade-off in anchoring instrument and target expectations. Consider first the FOMC’s explicit date-based guidance in late 2011 and early 2012. On the one hand, the Fed was able to move

36 In fact, even the simplest departures from full information that maintained full rationality (like the Gaussian signal-extraction example in Section 6.3) allow the spotlight to be dimmer but maintain this property of full reflection onto other objects. This leads again to irrelevance of communicating via instruments or targets.

37 To see this, note that beliefs about $K$ are misaligned essentially by assumption (Lemma 3). This necessarily translates into mis-alignment for one of the main outcome expectations.

38 Of course this notion of “importance” could also be re-cast in welfare (“value of information”) terms, if the best-response function (2) is (approximately) derived from a quadratic loss function.
expectations about interest rates to an extent that it could not during the previous, weaker regime of communication (see, e.g., Swanson and Williams, 2014). Williams (2016) writes succinctly that

Compared to the gentle taps of the hammer of previous FOMC verbal guidance that appeared to have little effect on expectations, the time-based guidance was like a sledgehammer.

On the other hand, Andrade et al. (2019) show in professional forecast data that the same focusing of interest rate expectations coincided with an increase in the dispersion of forecasts of real variables including consumption. This is consistent with our theory’s proposition that instrument communication is successful in anchoring expectations of interest rates only at the expense of increasing the uncertainty about how the economy would respond to them.39

And although the December 2012 shift may not resemble the “purest” form of target communication we have in mind, it did coincide with a stabilization in GDP forecast dispersion (see again Andrade et al., 2019). This is again consistent with our theory’s proposition that target communication helps anchor expectations of outcomes, but leaves the economy vulnerable to disagreement about the supporting policy.

Of course, this is not the only possible explanation of these facts. But to the extent that the apparent trade-off between anchoring expectations of interest rates and anchoring expectations of unemployment and income reflects, at least in part, imperfect reasoning about the workings of the economy, our theory provides the additional context for how this trade-off is optimally resolved.

7.4 Interpreting the value of an “unemployment target”

While the Fed certainly was focused on the trade-off discussed in the previous subsection, many of its members highlighted a different mechanism in their own arguments. Charles Evans, speaking in support of target-based guidance in December 2012, mentions specifically that the optimal point to depart from the ZLB might “change in response to the inevitable arrival of exogenous shocks.” Consequently, target-based guidance would provide “much more clarity” about this moving goalpost.40

But what are the shocks about which the Fed was, or perhaps should have been, concerned with? Did they only reflect uncertainty about the economy’s “hard” fundamentals, or also uncertainty about when and how “public confidence” would be restored?

The first kind of uncertainty is often captured in the literature by an uncertain date at which the natural rate of interest will exogenously revert from a negative value to a positive value (Eggertsson and Woodford, 2003).

39To be precise, this is true as soon as we introduce heterogeneity in $\lambda$. With such heterogeneity, our results go through with $\lambda$ replaced by its average value in the population. At the same time, the heterogeneity in $\lambda$ manifests as heterogeneity in the forecasts of $K$ and thereby in the forecasts of $\tau$ and/or $Y$. Instrument communication then minimizes the heterogeneity in the forecasts of $\tau$ at the expense of maximizing the heterogeneity in the forecasts of $Y$; and the converse is true with target communication. Of course, differences in beliefs about fundamentals could also be the source of heterogeneity in the aforementioned forecasts, but whether and how this interacts with the form of forward guidance is outside the scope of our analysis.

40On the opposite side, when the Fed abandoned the target-based language in March 2014, a major issue was that civilian unemployment had hit 6.7% for the “wrong reason” that labor market participation had fallen (Blinder et al., 2017). This is related also to the idea that target communication was unclear at specifying the important primitive state of the economy.
As noted in Section 6.1, an increase in this kind of uncertainty can alone justify a switch from instrument to target communication, via the Poole (1970)-type logic.

But it is anyone's guess if this was the only relevant kind of uncertainty. To the extent that some of the uncertainty regarded how the public would “interpret” forward guidance, how it would “coordinate” its response to it, and when “public confidence” would be restored, our results shed new light on why the policy shift may have been very timely.

First of all, our approach makes the following prediction not shared by the Poole (1970)-like alternative: target communication becomes more desirable as GE feedback loops intensify ($\gamma$ increases). The idea that such feedback loops were intensified during the Great Recession was front-and-center in policy discussions throughout the crisis (think of the discussions related to the risk of a “deflationary spiral”), but does not appear to have been linked to the 2012 change in Fed's communication strategy. From this perspective, our key contribution is to make this link and to provide an additional, and previously unknown, rationale for why this shift may have been optimal.

Second, our approach suggests that this policy shift may have (unintentionally but favorably) reduced the period of time that the economy was stuck at the ZLB. This is the translation of Corollary 6 in the present context: the reduction in the expected value of $\tau$ stated in that result maps to less monetary loosening needed after the economy has exited the liquidity trap, or a faster “lift-off” date, while achieving the same stimulating effect during the trap.

Needless to say, this prediction is, highly speculative—the counterfactual is impossible to know. But under the lens of our analysis, this is a logical extension of the apparent effectiveness of Mario Draghi’s “whatever it takes” speech. In particular, the logic behind our result is closely connected with arguments that an unwavering policy commitment to be the lender of last resort, or to defend the economy against a self-fulfilling crisis, can “rule out the bad equilibrium” in a multiple-equilibrium environment. In both cases, the key is that a commitment to a value for an endogenous outcome instead of a policy instrument arrests the effects of people's “unreliable” reasoning about the behavior of others.

8 Sophisticated Forward Guidance and Policy Rules

In reality, central bankers are constantly talking about instruments, targets, various intermediate quantities and their contingencies upon one another. And in theoretical models, these contingencies map to “Taylor rules” describing how monetary policy adjusts to evolving economic conditions.

We abstracted from these options in our main analysis because we believed they were less relevant in the midst of crisis (recall the discussion in Section 2.4). Here, we show that the policy trade-off featured in our baseline, instruments-versus-target setting and the main insights developed therein are robust to letting the policymaker commit to and communicate an arbitrarily flexible reaction function. We also clarify the essential role of commitment: to persuade a public that has the wrong model of how GE works to nevertheless do the right thing, the policymaker must commit to a reaction function that is ex post suboptimal. We finally use the present extension to suggest how our insights could pave the way to a new, bounded-rationality-focused perspective on the design of optimal policy rules.
8.1 Set-up

Assume that, after observing $\theta$, the policymaker can commit to and communicate a flexible relation between the instrument $\tau$ and the outcome $Y$, given by

$$\tau = T(Y;\theta),$$

for some function $T : \mathbb{R}^2 \to \mathbb{R}$. Without serious loss of generality, we restrict attention to linear reaction functions of the form

$$T(Y;\theta) = a + bY, \quad \text{with} \quad a = A(\theta) \quad \text{and} \quad b = B(\theta),$$

for arbitrary $A(\cdot) : \mathbb{R} \to \mathbb{R}$ and $B(\cdot) : \mathbb{R} \to (b,1)$, where $b \equiv \frac{1+a\gamma}{1-2a+a\gamma} < -1$. The bounds on $b$ are necessary and sufficient for “reasoning to converge,” or for infinite-order beliefs not to have undue influence on behavior. The two simpler strategies considered in our baseline analysis are nested with $b = 0$ and $a = \hat{\tau}$ for instrument communication, and $b \to -\infty$ and $-a/b \to \hat{Y}$ for target communication. With the flexibility added here, forward guidance amounts to announcing, conditional on the realized $\theta$, a pair of numbers $(a,b) = (A(\theta),B(\theta))$, or an intercept and a slope for the reaction function, instead of a single number $\hat{\tau}$ or $\hat{Y}$.

All assumptions about depth of knowledge and rationality now relate to agents’ understanding of the function $T$, or the pair $(a,b)$. In particular, Assumption 3 is adapted as follows: agents believe that only a fraction $\lambda \in [0,1]$ of the others are both rational and aware of the actual $(a,b)$, like themselves; the rest are expected to play the “default” action $k = 0$, either because of inattention or because of irrationality.

8.2 Optimal policy

In our main analysis, we contrasted how the choice between instrument and target communication was irrelevant in the rational-expectations benchmark ($\lambda = 1$) to how it became crucial in managing expectations once we accommodated bounded rationality ($\lambda < 1$). The next result generalizes this insight to the richer policy strategy space allowed here.

---

35
Proposition 12. Consider a reaction function $T$ and let $Y(\theta)$ and $\tau(\theta)$ be, respectively, the induced equilibrium values of the outcomes and the supporting policies (together, "allocations"). Next, consider any other reaction function $T'$ such that $T'(Y(\theta), \theta) = T(Y(\theta), \theta)$ for all $\theta$.

(i) When $\lambda = 1$, $T'$ induces the same equilibrium outcomes and policies as $T$.

(ii) When instead $\lambda < 1$, $T'$ induces different equilibrium outcomes and policies than $T$.

Part (i) is familiar from the existing literature on Ramsey problems, in which there is often a large family of policy rules that implement the same equilibrium allocations and policies. The analogue of this property in the 3-equation New Keynesian model is also well known: there are multiple combinations of a state-contingent intercept and a slope for the Taylor rule that implement the same equilibrium paths for output, inflation, and interest rates.\textsuperscript{45}

Part (ii) shows that this kind of irrelevance breaks once we bound agents’ depth of knowledge and rationality. Fix $T$ and let $\theta \mapsto (\tau^*(\theta), Y^*(\theta))$ be the equilibrium mapping from states to allocations implemented by $T$. Next take any other $T'$ that satisfies $T'(Y^*(\theta), \theta) = \tau^*(\theta)$. This property guarantees that agents find it optimal to play the same action under $T'$ as under $T$ insofar as long as they conjecture that $T'$ continues to induce the same allocations as $T$. When $\lambda = 1$, one can close the loop to prove this conjecture is self-fulfilling and hence that $T'$ induces the same behavior as $T$. But once $\lambda < 1$, agents doubt that others make the same conjecture. This causes them to form different expectations about $K$ under $T'$ than under under $T$, which in turn leads them to follow different behavior under $T'$ than under $T$.

In short, the above result generalizes our earlier insights about the role of policy in regulating the error in the public’s reasoning and its footprint on actual behavior. The upshot for optimality is given below:

Proposition 13. (i) When $\lambda = 1$, the optimal rule is indeterminate and its slope can be anything: the first best is implemented if and only if the intercept satisfies $a = (1 - b)\theta$, for an arbitrary (possibly $\theta$-contingent) slope $b$.

(ii) When instead $\lambda \neq 1$, the optimal rule is unique and its slope is inversely related to the GE feedback: the first best is implemented if and only if

$$b = -\frac{\gamma}{1 - \gamma} \quad \text{and} \quad a = \frac{1}{1 - \gamma} \theta \quad \forall \theta. \quad (15)$$

With rational expectations, optimality requires that $\tau = Y = \theta$, but there is a continuum of policy rules that induce this as an equilibrium. The analogue in the New Keynesian model (without a binding ZLB and markup shocks) is that the first best can be implemented with a continuum of Taylor rules, whose state-contingent intercept tracks the natural rate of interest and whose non-contingent slope with respect to inflation or the output gap is indeterminate.\textsuperscript{46}

\textsuperscript{45} The most applied segment of the New Keynesian literature (e.g., that on estimated DSGE models) often removes the state-contingency of the intercept of the Taylor rule. We return to this issue at the end of this section.

\textsuperscript{46} As already mentioned in footnote 42, one needs to bound this slope to be neither to low nor to high in order to guarantee a unique rationalizable outcome.
With bounded rationality, this indeterminacy disappears. The slope of the optimal rule is now inversely tied to the strength of the GE feedback, in a way that smooths out our baseline main result (Theorem 1): as \( \gamma \) increases, the policymaker gives more emphasis on anchoring the public’s expectations of \( Y \) rather than their expectations of \( \tau \).\(^{47}\)

To see this more clearly, let us first re-express the optimal rule as follows:

\[
\tau - \theta = -\frac{Y}{1-\gamma} (Y - \theta).
\]

From this perspective, the optimal forward guidance consists of two components: the policymaker’s assessment of the “fundamentals” and of the corresponding “rational” outcome (e.g., the central bank’s forecast about the natural rate of output) in the form of \( \theta \); and a commitment about how much she will tolerate a gap in terms of \( \tau \) versus a gap in terms of \( Y \). As \( \gamma \) increases, the policymaker promises to tolerate a smaller gap in \( Y \), precisely because this helps anchors the public’s expectations of \( Y \), which in turn helps mitigate the distortion caused by the public’s flawed equilibrium reasoning in basically the same manner as in our baseline analysis.

The next result formalizes this idea, or how policy optimally manages the expectations of interest rates and aggregate employment when both of them are distorted due to bounded rationality:

**Proposition 14.** Let \( f_\tau(\gamma) \equiv |\tau - \bar{E}[\tau]| \) and \( f_Y(\gamma) \equiv |Y - \bar{E}[Y]| \) denote the the aggregate errors in the expectations of, respectively, the instrument and the outcome, evaluated at the optimal policy, as functions of \( \gamma \). Then, for all \( \gamma \in (0, 1) \): (i) \( f_\tau(\gamma) > 0 \) and \( f_Y(\gamma) > 0 \); (ii) \( f'_\tau(\cdot) > 0 \), and \( f'_Y(\cdot) < 0 \).

The first property shows that, away from the extreme values of \( \gamma \), the optimal policy is never completely clear: it does not eliminate the mistakes in either kind of expectations. The second property shows that policy shifts clarity from \( \tau \) to \( Y \) as the GE feedback increases.

Although the optimal rule does not eliminate the mistakes in people’s reasoning, under the assumptions made thus far it recovers the policymaker’s first best. The intuition is similar to the one developed for the extremes \( \gamma = 0 \) and \( \gamma = 1 \) in our baseline analysis, except that it now extends to interior \( \gamma \): the optimal rule zeros out equilibrium reasoning about others’ reactions.\(^{48}\)

One should not take the present result too literally. First, there may be costs (left outside our analysis) for communicating sophisticated strategies. Second, if the policymaker is uncertain about the precise value of \( \gamma \), the policymaker implements a “second-best approximation” of the policy described in Proposition 13: the first best is not attainable any more, but the optimal \( b \) increases (in the sense of first-order stochastic dominance) in the policymaker’s beliefs about \( \gamma \). We expect a related result to hold in a multi-decision extension with limited policy instruments: the policymaker would try to eliminate the distortion in all decisions, but might succeed in doing so for only some.

\(^{47}\)In the limit as \( \gamma \to 1 \), the optimal value for \( b \) explodes to \(-\infty\) and recovers target communication as the unconstrained optimal choice. At the other extreme, \( \gamma \to 0 \) recovers instrument communication.

\(^{48}\)In the language of best-response condition (9), the optimal rule ensures a zero slope on \( E_i[K] \). This implements the first best without correctly anchoring beliefs about either the instrument or target, but instead by making sure that the distortions in those beliefs are exactly irrelevant for choices.
But the basic logic is the same regardless of whether the first best is attainable or not: the optimal policy is pinned down by the objective of minimizing the distortion caused by bounded rationality; and it achieves this objective by shifting emphasis towards anchoring the public’s expectations of \( Y \) as the GE feedback increases.

### 8.3 Optimal policy without commitment

We now expand on the role played by commitment. In the absence of commitment, the policymaker chooses \( \tau \) in stage 2 so as to minimize \( L \) subject to condition (1), taking \( K \) as given. This gives the following optimality condition, which trades off the marginal effect of the policy on the two “gaps:”

\[
(1 - \chi)(\tau - \theta) + \chi(Y - \theta)(1 - \alpha) = 0; 
\]

Rearranging gives the ex post optimal reaction function:

\[
\tau = \frac{1 - \alpha \chi}{1 - \chi} \theta - \frac{\chi(1 - \alpha)}{1 - \chi} Y. \tag{16}
\]

The coefficients of this reaction function do not depend on the parameter \( \gamma \), which determined how expectations of \( \tau \) and \( Y \) mapped to \( K \), because \( K \) itself is already determined. By contrast, the optimal policy rule with commitment, given in (15), depends on \( \gamma \) precisely because it internalizes the effect it has on public reasoning and thereby on \( K \).

Except for the knife-edge case in which \( \frac{\chi(1 - \alpha)}{1 - \chi} = \frac{\gamma}{1 - \gamma} \), the two rules are different. Commitment is necessary for implementing the first best—but only insofar as there is a distortion in equilibrium reasoning (\( \lambda \neq 1 \)). When instead \( \lambda = 1 \), the following class of rules implements the first best under full commitment and rational expectations:

\[
\{ \tau = (1 + b) - bY, \text{for any } b \}
\]

But this class now includes the policy rule in (16), which means that commitment is not needed under rational expectations.

When the policymaker follows (16) and agents have rational expectations, agents correctly expect that all others will play \( K = \theta \) and that this together with (16) will induce \( \tau = Y = \theta \). But once \( \lambda \neq 1 \), this rule causes agents to believe that \( K \neq \theta \), which in turn distorts their behavior away from the first best. The only way to fix this distortion is to make sure that agents find it optimal to play the first best action regardless of their beliefs of \( K \) (or regardless of their higher-order beliefs), which in turn is possible if and only if the policymaker commits to the rule described in (16).

We summarize these lessons below.

**Proposition 15.** In the absence of commitment, the unique optimal policy rule is given by

\[
\tau = \frac{1 - \alpha \chi}{1 - \chi} \theta - \frac{\chi(1 - \alpha)}{1 - \chi} Y. \tag{17}
\]

This implements the first best when \( \lambda = 1 \) but not when \( \lambda \neq 1 \) (except for the knife-edge case in which \( \frac{\chi(1 - \alpha)}{1 - \chi} = \frac{\gamma}{1 - \gamma} \) or \( \theta = 0 \)).
Corollary 8. Commitment is valuable only when $\lambda \neq 1$ (away from rational expectations). In these circumstances, the rule described in (16) is ex ante optimal, even though ex post suboptimal, because and only because the commitment embedded in it helps regulate the distortion in equilibrium reasoning.

Of course, the property that commitment is useless under rational expectations is special to our model. There is a large literature in macroeconomics studying time-inconsistency issues under rational expectations in the context of both flexible policy rules (Kydland and Prescott, 1977; Barro and Gordon, 1983) and simpler, instruments-versus-targets implementations (Atkeson, Chari and Kehoe, 2007; Halac and Yared, 2018). But by assuming away these familiar considerations, we have illustrated a new function that commitment can play away from rational expectations.

Circling back to our baseline analysis, this also makes clear the following point: what was crucial about the two kinds of forward guidance studied there is that they communicated a policy plan (i.e., a commitment to get something done) as opposed to information about fundamentals (e.g., the central bank’s forecasts of future fundamentals).

8.4 A new approach to optimal Taylor rules

A strand of the New Keynesian literature often bypasses the indeterminacy of the optimal rule under rational expectations by removing its contingency on the underlying state of nature (i.e., by requiring the intercept of the Taylor rule to be non-contingent). To understand what this means in our context, recall that the optimal rational-expectations policy rule from Proposition 13 had the form $\tau = (1 - b)\theta + bY$, for any $b \in \mathbb{R}$. This nests a “direct” implementation of $\tau = \theta$. But when $\tau$ cannot be directly contingent on $\theta$, the previous criterion selects $b = 1$, or $\tau = Y$, as the unique optimal rule.

Clearly, this is a unique optimal rule for a very different reason than our analysis suggests: its design uses the equilibrium value of $Y$ as a “signal” of the underlying shocks to fundamentals, or as a method for replicating the optimal contingency of $\tau$ on $\theta$. The same logic applies in richer applications that allow for multiple shocks (e.g., demand and supply shocks) and contingencies on multiple outcomes (e.g., a Taylor rule that ties interest rates to both inflation and output, but not the underlying shocks).  

Our own result, instead, indicates how such feedback rules can serve an entirely new function: regulating the impact of bounded rationality, or distorted equilibrium reasoning, on the transmission of shocks. This is evident in the different determinants of the slope of the optimal policy rule. Under the aforementioned replication approach, the slope is pinned down by the relative sensitivity of the optimal policy and the optimal outcome to the fundamental: $b = 1$. Under our approach, instead, it is pinned down by strategic considerations, or the relative importance of GE effects: $b = -\frac{\gamma}{1-\gamma}$.

---

49 Sometimes these contingencies are rich enough to permit the inversion of the equilibrium outcomes for the underlying shocks and the replication of the first best. Other times they are rough, precluding such a perfect replication, but preserving the logic: the outcomes are used as signals of the underlying fundamentals.

50 Needless to say, if both considerations are present, the optimal rule will have to strike a balance between two goals, similarly to the Poole-like extension discussed in Section 6.1. Indeed, both our baseline setting and Poole (1970) correspond to policy rules that are either flat or vertical ($b = 0$ or $b = -\infty$, respectively, in the language of the present extension). But whereas our baseline analysis relates the optimal choice to the goal of minimizing the distortion of bounded rationality, Poole’s analysis relates
How do these insights translate in richer, dynamic, macroeconomic models used in quantitative policy evaluation? In such models, a Taylor rule is a mapping from inflation and output (or the corresponding “gaps”) to the interest rate set by the monetary authority; and the optimal such rule is determined by the relative volatility of different kinds of fundamental (demand and supply shocks) so as to replicate the right contingency of the policy instrument on them. Our analysis instead suggests that the following parameters that regulate GE multipliers and that are often “buried” inside the representative-agent simplification should also enter the design of the optimal rule: the marginal propensity to consume, the degree of price rigidity, the strategic complementarity in price setting, and the extent of input-output linkages.\textsuperscript{51} We leave the exploration of this insight for future research.

9 Conclusion

Should a policymaker manage expectations using instruments or targets? We pose this question in a stylized model in which agents form mis-specified beliefs about each others’ actions. Our main result is a sharp dependence of the optimal communication strategy on the GE feedback between aggregate outcomes and individual actions. Fixing outcomes instead of instruments is optimal if and only if this feedback is sufficiently high.

Why? Instrument communication leaves agents to reason about the determination of aggregate outcomes. Target communication does the opposite, sacrificing clarity about the policy instrument for more anchoring of the expectations of targeted outcome. High GE feedback makes outcome expectations more essential for decisions and associated mistakes more costly to the policymaker, which tilts the balance toward target communication.

There is a useful parallel, which we have emphasized throughout the paper, with the story behind Mario Draghi’s famous proclamation to do “whatever it takes” to save the Euro. Evidently, according to a retrospective by Jana Randow and Alessandro Speciale (2018) published in Bloomberg Markets magazine, Draghi did not yet have a precise policy in mind when he delivered his famous remarks in London. But he did have a plan:

After his pledge at Lancaster House to do whatever it takes, Draghi returns to Frankfurt and puts his staff to work turning half-formed plans into a viable program. Some heads of government and central bankers might take Draghi to task for not having a more fully formed strategy in the first place, but not Christian Noyer, the former governor of the Bank of France who was part of Draghi’s inner circle. Draghi knew what he was doing, Noyer says: “He was relying on the capacity of the system to invent it. That’s what I call genius intuition.”

\textsuperscript{51}Here, we draw from Angeletos and Lian (2018), Angeletos and Huo (2018) and Farhi and Werning (2019), which illustrate how such parameters that are immaterial in the representative-agent, rational-expectation version of the fully-fledged New Keynesian model start mattering for its positive properties once one relaxes that model’s strong assumptions about knowledge and rationality. But these earlier works do not contain the insight offered here for the design of optimal policy rules.
Our paper, among other things, formalizes one aspect of the “genius intuition”: that the right communication tactic could change the set of implementable outcomes due to its interaction with how the public thinks. This gets to the heart of our analysis and its lessons for forward guidance.

Apart from these context-specific lessons, our analysis makes a broader methodological contribution: to illustrate how the existing analysis of policy rules in macroeconomics hinges on rational expectations, and to show how bounded-rationality considerations can reshape the discussion of how such rules ought to be designed. As discussed in the previous section, the application of our approach to the design of optimal Taylor rules for monetary policy seems a particularly interesting direction for future work.
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Appendices

A Proofs

The proofs for the following results are contained in the main text: Lemmas 1, 2, and 3; Corollaries 1, 2, 3, 4, and 8 and Propositions 1, 2, 3, and 15. Propositions 16, 17, and 18, which are introduced in Appendix D, are also proved in that section. This appendix provides the proofs for all remaining results.

Proof of Lemma 4

Note that

$$\frac{\partial \kappa_X}{\partial \lambda} = \frac{(1 - \delta_X)\delta_X}{(1 - \lambda \delta_X)^2}$$

For instrument communication, $\delta_\tau \in [0,1)$ and $\frac{\partial \kappa_\tau}{\partial \lambda} > 0$. Moreover, $\kappa_X \leq 1$. This implies $|\kappa_\tau - 1|$ decreases in $\lambda$.

For target communication, $\delta_Y \leq 0$ and $\frac{\partial \kappa_Y}{\partial \lambda} < 0$. Moreover, $\kappa_Y \geq 1$. This implies $|\kappa_Y - 1|$ decreases in $\lambda$ as well.

Proof of Proposition 4

Instrument communication. As shown in Proposition 3,

$$\mu_\tau(\lambda, \gamma) = \left(1 - \alpha + \alpha \frac{1 - \delta_\tau}{1 - \lambda \delta_\tau}\right)^{-1}$$

(18)

Clearly, for $\delta_\tau \equiv \alpha \gamma \in (0,1)$, as implied by $\gamma \in [0,1]$ and $\alpha \in (0,1)$, $\left(1 - \delta_\tau\right)/(1 - \lambda \delta_\tau) \in [0,1]$ and $\mu_\tau^{-1} \in [0,1]$ and $\mu_\tau \geq 1$. Further, $\partial \mu_\tau^{-1}/\partial \lambda > 0$ given $\delta_\tau \in (0,1)$ and $\partial \mu_\tau / \partial \lambda = -(\mu_\tau)^{-2} \partial \mu_\tau^{-1} / \partial \lambda < 0$.

A necessary and sufficient condition for $\mu_\tau < 1$ is $\delta_\tau < 0$. A sufficient condition for $\delta_\tau < 0$, and indeed the one that makes sense in our context, is $\gamma < 0$, or negative GE feedback.

Target communication. Let $\kappa_Y$ denote the responsiveness of the action to the announcement, or $\partial K / \partial \hat{Y}$. In general, the slope of the implementability constraint is

$$\mu_Y(\lambda, \gamma) = \frac{1 - \alpha \kappa_Y}{1 - \alpha} = \frac{1 - \lambda \delta_Y - \alpha (1 - \delta_Y)}{(1 - \alpha)(1 - \lambda \delta_Y)}$$

(19)

Given that $\delta_Y \leq 0$, we know that $\kappa_Y \geq 1$ and hence $\mu_Y \leq 1$.

To check the derivative with respect to $\lambda$, note that

$$\frac{\partial \kappa_Y}{\partial \lambda} = -\frac{\alpha (1 - \delta_Y) \delta_Y}{(1 - \alpha)(1 - \lambda \delta_Y)^2} > 0$$

and $\partial \mu_Y / \partial \kappa_Y = -\alpha / (1 - \alpha) < 0$. Thus, by the chain rule, $\partial \mu_Y / \partial \lambda = \partial \mu_Y / \partial \kappa_Y \cdot \partial \kappa_Y / \partial \lambda < 0$. 
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Further results

Lemma 5. Let $\gamma \in (-\infty, 1]$ and $\alpha \in (0, 1)$. The following statements are equivalent: $|\delta_X| < 1$ for $X \in \{\tau, Y\}$; $\gamma > 2 - 1/\alpha$; and $\alpha < 1/(2 - \gamma)$.

Proof. This is a very simple calculation. Note that $\delta_Y < 0$ for any $\gamma \leq 1$, so $\delta_Y < 1$ is guaranteed. The condition $\delta_Y > -1$ re-arranges to

$$\delta_Y = -(1 - \gamma) \frac{\alpha}{1 - \alpha} > -1$$

This re-arranges to $1 - \gamma < 1 - \frac{1}{\alpha}$ given $\alpha \in (0, 1)$ and the previous re-arranges to $\gamma > 2 - 1/\alpha$. Finally, solving for $\alpha$ gives $\alpha < 1/(2 - \gamma)$. Thus we have shown that $|\delta_Y| < 1$, $\gamma > 2 - 1/\alpha$; and $\alpha < 1/(2 - \gamma)$ are interchangeable statements.

Note next that $\delta_\tau < 1$ is guaranteed by $\alpha \in (0, 1)$, $\delta_\tau > -1$ requires $\gamma > -1/\alpha$. But this is implied by $\gamma > 2 - 1/\alpha$ and hence by $\delta_Y > -1$.

Fix a value for $\alpha$ and a domain $\gamma \in G$, with $0 \in G$, such that $\delta_Y > -1$. Then $\mu_Y > 0$ on the same domain for all values of $\lambda$.

Proof. Note that $\mu_Y > 0$ when $\kappa_Y < 1/\alpha$. This reduces to to

$$\gamma \alpha (\lambda - \alpha) < 1 - \alpha (2 - \lambda)$$

Let’s consider three cases of this. First, assume that $\lambda > \alpha$. Some algebraic manipulation yields the condition

$$\gamma < 1 + \frac{(1 - \alpha)^2}{\alpha (\lambda - \alpha)}$$

which is obviously true for any $\gamma < 1$. Thus no more restrictions are required.

Next, consider $\lambda = \alpha$. The condition becomes

$$\alpha (2 - \alpha) < 1$$

which is always true for $\alpha = \lambda \in (0, 1)$.

Finally, consider $\lambda < \alpha$. In this case, the condition is

$$\gamma > \frac{1 + \alpha (\lambda - 2)}{\alpha (\lambda - \alpha)}$$

A strictly tighter condition is the same evaluated at $\lambda = 0$, which re-arranges to

$$\gamma > \frac{1}{\alpha} \left(2 - \frac{1}{\alpha}\right)$$

Note that the restriction that $\delta_Y > -1$ encodes the following restriction for fixed $\alpha$ and all $\gamma \in G$

$$\gamma > 2 - \frac{1}{\alpha}$$

as calculated in Lemma 5.
Evaluating this at $\gamma = 0$, which is within the domain $G$ over which the condition must apply, gives $\alpha < 1/2$. When $\alpha < 1/2$, the right-hand-side of conditions (20) and (21) are both negative, and (21) implies (20). Clearly, this must apply for all $\gamma \in G$ and $\alpha$ such that (21) holds. This completes the proof. 

\[\square\]

**Lemma 6.** Assume that $\mu_Y > 0$ and $\lambda < 1$. Then $\mu_T > \mu_Y$.

**Proof.** As long as $\mu_Y > 0$, we can show that $\mu_T > \mu_Y$. Written out in terms of parameters, this condition is:

$$
\frac{1 - \lambda \alpha \gamma}{(1 - \alpha)(1 - \lambda \alpha \gamma) + \alpha(1 - \alpha \gamma)} \geq \frac{1 + \frac{\lambda \alpha (1 - \gamma)}{1 - \alpha} - \alpha \frac{1 - \alpha \gamma}{1 - \alpha}}{1 - \alpha + \lambda \alpha (1 - \gamma)}
$$

Given that $\mu_Y > 0$, the left denominator is positive. The other three terms are necessarily positive. Thus an equivalent statement, after cross-multiplying, is the following:

$$(1 - \lambda \alpha \gamma)(1 - \alpha + \lambda \alpha (1 - \gamma)) \geq 
(1 - \lambda \alpha \gamma + \frac{\alpha(1 - \alpha \gamma)}{1 - \alpha})(1 - \alpha + \lambda \alpha (1 - \gamma) - \alpha(1 - \alpha \gamma))$$

Subtracting like terms from each side, and dividing by $\alpha > 0$, yields the following condition:

$$(1 - \lambda)(1 - \alpha \gamma) \geq 0$$

Note that $\alpha < 1$ and $\gamma \leq 1$ by assumption so $\alpha \gamma < 1$. Hence $\lambda < 1$ is a sufficient condition for $\mu_T > \mu_Y$, and $\lambda = 1$ is a sufficient condition for $\mu_T = \mu_Y$. \[\square\]

**Proof of Proposition 5**

**Limit cases.** At $\gamma = 1$, the slope given instrument communication is

$$
\mu_T(\lambda, 1) = \left(1 - \alpha + \alpha \frac{1 - 0}{1 - \lambda \cdot 0}\right)^{-1} = \frac{1}{1 - \alpha} > 1.
$$

Meanwhile, the slope with target communication is

$$
\mu_Y(\lambda, 1) = \frac{1 - \alpha \cdot 1}{1 - \alpha} = 1
$$

At the other extreme $\gamma = 0$, the slope given target communication is

$$
\mu_Y(\lambda, 0) = \frac{1 - \alpha \cdot \lambda}{1 - \alpha(1 - \alpha)}
$$

This is less than one if and only if $1 - \alpha < (1 - \lambda)/(1 - \alpha) < \alpha^{-1}$ or $(1 - \alpha)^2 < 1 - \lambda < (1 - \alpha)\alpha$. This is implied by the arguments of Proposition 4.

With instrument communication at $\gamma = 0$, the slope is

$$
\mu_T(\lambda, 0) = ((1 - \alpha) + \alpha \cdot 1)^{-1} = 1
$$
**Derivative of \( \mu_r \) with respect to \( \gamma \).** For fixed \( \lambda \), we can calculate first a derivative of the inverse slope with respect to the interaction parameter
\[
\frac{\partial \mu_r^{-1}(\lambda, \gamma)}{\partial \delta_r} = -\alpha(1-\lambda) \over (1-\lambda \gamma)^2
\]
which is unambiguously negative for \( \lambda < 1 \). Next, \( \partial \delta_r / \partial \gamma = \alpha > 0 \). Thus, by the chain rule,
\[
\frac{\partial \mu_r}{\partial \gamma} = - (\mu_r)^{-2} \frac{\partial \mu_r^{-1}}{\partial \delta_r} \frac{\partial \delta_r}{\partial \gamma} > 0
\]

**Derivative of \( \mu_Y \) with respect to \( \gamma \).** For fixed \( \lambda \), the partial derivative with respect to \( \delta_Y \) is
\[
\frac{\partial \mu_Y}{\partial \delta_Y} = \frac{\alpha(1-\lambda)}{(1-\alpha)(1-\lambda \delta_Y)^2} > 0
\]
Next, \( \partial \delta_Y / \partial \gamma = \alpha / (1-\alpha) > 0 \), or the best response slope increases (from negative values toward zero). Hence
\[
\frac{\partial \mu_Y}{\partial \gamma} = \frac{\partial \mu_Y}{\partial \delta_Y} \frac{\partial \delta_Y}{\partial \gamma} > 0
\]
Note that this argument does not require that \( \mu_Y \geq 0 \).

**Proof of Theorem 1**

Let \( r \equiv \tau / \theta \). The problem is, up to scale,
\[
\min_{\mu \in \{\mu(\lambda), \mu_Y(\lambda)\}, r \in \mathbb{R}} (1-\chi)(r - 1)^2 + \chi (r / \mu - 1)^2
\]
We can concentrate out the parameter \( r \) with the following first-order condition
\[
\frac{\mu^2(1-\chi) + \mu \chi}{\mu^2(1-\chi) + \chi} = \chi(22)
\]

In this quadratic problem, the first-order condition is sufficient. We can further deduce that, given \( \chi \in (0, 1) \), \( r^* / \mu > 1 \) for \( \mu \in [0, 1] \), \( r^* / \mu < 1 \) for \( \mu > 1 \), and \( r^* / \mu = 1 \) for \( \mu = 1 \). Further, \( r > 0 \) as long as \( \mu > 0 \).

Let \( \mathcal{L}(\mu) \) denote the loss function evaluated at this optimal \( r^* \). Note that, from the envelope theorem,
\[
\partial \mathcal{L} / \partial \mu = -2 \cdot \chi \cdot r^* \cdot (r^* / \mu - 1) / \mu^2
\]
Combined with the previous expression for \( r^* \), this suggests that \( \partial \mathcal{L} / \partial \mu = 0 \) when \( \mu = 1 \), \( \partial \mathcal{L} / \partial \mu > 0 \) when \( \mu > 1 \), and \( \partial \mathcal{L} / \partial \mu < 0 \) when \( \mu \in [0, 1] \). Note that these are the only relevant domains to study according to the combination of Proposition 3 and Lemma 5.\(^{52}\)

Finally, let \( \mathcal{L}_T \) and \( \mathcal{L}_Y \) denote the value of the loss function evaluated at \( r^*(\mu) \) and, respectively, \( \mu_T \) and \( \mu_Y \). For fixed \( \lambda \) and \( \alpha \), we let \( \mathcal{L}_T(\gamma) \) and \( \mathcal{L}_Y(\gamma) \) denote these losses as function of \( \gamma \). We will argue that these functions cross exactly once at some \( \hat{\gamma} \), the critical threshold of GE feedback.

Note that \( \mathcal{L}_T(0) = \mathcal{L}_Y(1) = 0 \) and both functions are strictly positive elsewhere. Since these functions are continuous, there exists (at least one) crossing point \( \hat{\gamma} \in [0, 1] \) such that \( \mathcal{L}_T(\hat{\gamma}) = \mathcal{L}_Y(\hat{\gamma}) \).

This crossing point is unique if \( \partial \mathcal{L}_T / \partial \gamma > 0 \) and \( \partial \mathcal{L}_Y / \partial \gamma < 0 \) on the domain \((0, 1)\). By the chain rule,
\[
\partial \mathcal{L}_X / \partial \gamma = \partial \mathcal{L}_X / \partial \mu \cdot \partial \mu_X / \partial \gamma \quad \text{for} \quad X \in \{T, Y\}; \quad \text{recall also} \quad \partial \mathcal{L}_X / \partial \mu > 0 \quad \text{for} \quad \mu > 1 \quad \text{and} \quad \partial \mathcal{L}_X / \partial \mu < 0 \quad \text{for} \quad \mu \in [0, 1].
\]
To show the desired monotonicities, then, it suffices to show that \( \partial \mu_T / \partial \gamma > 0 \), \( \partial \mu_Y / \partial \gamma > 0 \), and \( \mu_T > 1 > \mu_Y > 0 \). All three are established in Proposition 4.\(^{52}\)

\(^{52}\)For a more general case that does not impose \( |\delta_X| < 1 \) and/or \( \mu_X > 0 \) for \( X \in \{T, Y\} \), see Appendix C.3 for the amended statement and proof.
**Version with gap** \((K - \theta)^2\). As shown in Appendix B.1.3, our version of the New Keynesian model justifies the following variant specification for the policymaker’s objective:

\[
L(\tau, K, \theta) \equiv (1 - \chi)(\tau - \theta)^2 + \chi(K - \theta)^2,
\]

which is the same as (3) with \(K\) in place of \(Y\). We now show that our main result extends to this case for essentially the same reasons as those explained above.

Let \(\beta_X\) denote the responsiveness of \(\tau\) to \(K\) under each form of communication, or

\[
\beta_X \equiv \begin{cases} 
\frac{1}{\kappa_\tau} & \text{if } X = \tau \\
\frac{\mu}{\kappa_Y} & \text{if } X = Y 
\end{cases}
\]

where \((\kappa_\tau, \kappa_Y)\) were defined in Lemma 4. As shown in the proof of Proposition 5, we have \(\partial \kappa_\tau / \partial \gamma < 0\) and \(\partial \kappa_Y / \partial \gamma > 0\) for \(\gamma \in (0, 1)\). Moreover, from the statement of Lemma 4, we know that for any fixed \(\lambda \in (0, 1)\) and \(\gamma \in (0, 1)\), \(\kappa_\tau \in (0, 1)\) and \(\kappa_Y > 1\). These properties combined suffice to show that \(\partial \beta_\tau / \partial \gamma > 0, \partial \beta_Y / \partial \gamma > 0\), and \(\beta_\tau > 1 > \beta_Y > 0\) for \(\gamma \in (0, 1)\), given a fixed \(\lambda \in (0, 1)\). Finally, for \(\gamma = 0\), we have \(\beta_\tau = 1;\) and for \(\gamma = 1\), we have \(\beta_Y = 1\).

Now consider the proof for Theorem 1, with \(\beta_X\) replacing \(\mu_X\). The policy problem is

\[
\min_{\beta \in \{\beta_\tau(\lambda), \beta_Y(\lambda)\}, r \in \mathbb{R}} (1 - \chi)(r - 1)^2 + \chi(r / \beta - 1)^2
\]

and all the same arguments go through replacing \(\mu\) with \(\beta\), until the very last step. At this point we use the properties \(\partial \beta_\tau / \partial \gamma < 0, \partial \beta_Y / \partial \gamma > 0\), and \(\beta_\tau > 1 > \beta_Y > 0\) for \(\gamma \in (0, 1)\). This completes the proof.

**Proof of Proposition 6**

This follows from (i) the results in Proposition 3 about the slope of the implementability sets; (ii) the result in Theorem 1 about optimal policy; and (iii) the formula given in the proof of the previous for the optimal choice of \(\tau = r^*\theta\), which is re-printed here

\[
r^*(\mu) = \frac{\mu^2(1 - \chi) + \mu \chi}{\mu^2(1 - \chi) + \chi}
\]

**Proof of Proposition 7**

The critical GE feedback threshold satisfies \(\mathcal{L}_\tau(\hat{\gamma}) = \mathcal{L}_Y(\hat{\gamma})\). Plugging directly into the loss function produces a quadratic equation for the threshold. Of the two roots, the following one is in the correct domain \(\gamma \in [0, 1]\):

\[
\hat{\gamma} = \left(1 - \alpha(1 - \chi\alpha)(1 - \lambda) + \left(\alpha(\alpha - 2\lambda - 2\alpha(1 - \lambda)\chi + (1 - \alpha(1 - \lambda)(1 - \alpha\chi))^2\right)^{\frac{1}{2}}\right)^{-1}
\]

With this expression, we can do analytical comparative statics.
Policy parameter $\alpha$. The partial derivative $\partial \hat{\gamma} / \partial \alpha$, up to a strictly positive constant $C$, is

$$
\frac{\partial \hat{\gamma}}{\partial \alpha} \cdot C = (1 - 2\alpha \chi) \left( 1 - \frac{a(1 - \lambda)(1 - a \chi)}{\sqrt{(a(1 - \lambda)(1 - a \chi))^2 + (1 - a)^2}} \right) \\
+ \frac{1 - a}{\sqrt{(a(1 - \lambda)(1 - a \chi))^2 + (1 - a)^2}}
$$

First, consider the case of $2\alpha \chi < 1$. It remains to show that the term in parenthesis is positive. A sufficient condition for this is

$$
1 - 2a(1 - \lambda)(1 - \alpha \chi) - a(2a(1 - \lambda)\chi + 2\lambda - a) > 0
$$

Canceling out terms, the above reduces to $(1 - a)^2 > 0$, which is trivially true for all $\alpha \in (0, 1)$.

Next, consider the case $2\alpha \chi > 1$. We can re-write the expression as

$$
\frac{\partial \hat{\gamma}}{\partial \alpha} \cdot C = (1 - a \chi)^2 \left( 1 - \frac{a(1 - \lambda)(1 - a \chi)}{\sqrt{(a(1 - \lambda)(1 - a \chi))^2 + (1 - a)^2}} \right) \\
+ \frac{1 - a + (a \chi)^2}{\sqrt{(a(1 - \lambda)(1 - a \chi))^2 + (1 - a)^2}} - (a \chi)^2
$$

Note that the large denominator is bounded by $\sqrt{a^2 + (1 - a)^2}$ and also bounded by one. Thus we can show that all terms are positive, and $\partial \hat{\gamma} / \partial \alpha > 0$.

Attentive fraction $\lambda$. Up to a (different) positive constant, the relevant partial derivative is

$$
\frac{\partial \hat{\gamma}}{\partial \lambda} \cdot C = \frac{a(1 - \lambda)(1 - a \chi)}{\sqrt{(a(1 - \lambda)(1 - a \chi))^2 + (1 - a)^2}} - 1
$$

By the intermediate step of the previous argument, this is negative and thus $\gamma$ decreases with $\lambda$.

Output gap parameter $\chi$. The relevant partial derivative (up to a constant) is equal to the previous one:

$$
\frac{\partial \hat{\gamma}}{\partial \chi} \cdot C = \frac{\partial \hat{\gamma}}{\partial \lambda}
$$

Hence we know it is negative, and $\hat{\gamma}$ decreases with $\chi$.

Proof of Corollary 5

The proof follows from taking the limit $\lambda \to 1$ in the expression (24).

Proof of Propositions 8 and 9 and Corollary 6

See Appendix C.5.
Proof of Proposition 10

This is a simple calculation involving the following two steps. First, for each of instrument and target communication, we solve the best-response fixed point

\[ K = \kappa_X X + \kappa^e_X \varepsilon = (1 - \delta_X)X + \delta_X (\lambda (\kappa_X X + \kappa^e_X \varepsilon) + \sigma \varepsilon) \]

where \( \kappa_X \) coincides exactly with the values given in Lemma 4 and \( \kappa^e_X \) is a new loading on the belief shock given by

\[ \kappa^e_X = \frac{\sigma \delta_X}{1 - \lambda \delta_X} \]

Then, to get the implementability constraints, we solve the fixed-point

\[ \tau = \mu_X Y + \psi_X \varepsilon = \frac{1}{1 - \alpha} (Y - \alpha (\kappa_X X + \kappa^e_X \varepsilon)) \]

Which has solutions \( \mu_X \) given in Proposition 3 and \( \psi_X \) given by

\[ \psi = -\kappa^e_Y \frac{\alpha}{1 - \alpha + \alpha \kappa_T} \]

The expressions given in the text follow from plugging the primitive parameters into the previous expression.

Proof of Proposition 11

This is a simple extension of the proof of Theorem 1. Let us assume that \( \lambda \in [0, 1 + 1/\alpha) \). This plays a similar role as the restriction \( \alpha < \frac{2}{1 - \gamma} \) : it ensures convergence of iterated best-responses and thereby also that \( (\mu_T, \mu_Y) \in \mathbb{R}^2_+ \).

Note first, that using the same expressions from the proof of Proposition 5, that \( \mu_T \) and \( \mu_Y \) both decrease in \( \gamma \) for \( \lambda > 1 \). Importantly, the comparative statics in the distortion \( \mu_X - 1 \) are the same.

Second, consider the comparative statics for the variance contributions \( (\psi_T, \psi_Y) \). Note that

\[ \frac{\partial \psi_T}{\partial \gamma} = -\frac{\sigma \alpha^2}{(\alpha^2 \gamma (\lambda - 1) - \alpha \gamma \lambda + 1)^2} < 0 \]

and \( \psi_T \leq 0 \) as long as \( \lambda < 1/\alpha + 1 \). Finally, \( \psi_T = 0 \) if \( \gamma = 0 \). Next,

\[ \frac{\partial \psi_Y}{\partial \gamma} = \frac{\sigma \alpha^2}{(\alpha (1 - \gamma) \lambda + 1 - \alpha)^2} > 0 \]

and \( \psi_Y \leq 0 \) for any value of \( \lambda \). Finally, \( \psi_Y = 0 \) if \( \gamma = 1 \).

Consider now the policy loss function. After substituting in the implementability constraint, the loss function under target communication for a given value of \( \theta \) is

\[ L_T = \min_{r_T \in \mathbb{R}} \left[ \theta^2 (1 - \chi) (r_T - 1)^2 + \theta^2 \chi (r_T / \mu_T - 1)^2 + \chi \psi_T^2 \sigma_T^2 \right] \]
where $\sigma^2$ is the variance of $\varepsilon$. The same problem with an unconditional expectation on $\theta$ (i.e., an ex ante choice of method) would replace $\theta^2$ with the fundamental’s variance $\sigma^2_\theta$.

Let us now prove that, for fixed $(\theta, \lambda, \sigma)$, optimal policy is characterized by a threshold rule. For target communication, the appropriate translation of the loss function is

$$L_Y \equiv \min_{r_Y \in \mathbb{R}} [\theta^2(1 - \chi)(r_Y - 1)^2 + \theta^2 \chi(r_Y - \mu_Y - 1)^2 + (1 - \chi)\psi_Y^2 \sigma^2_\varepsilon]$$

Via an identical argument to the one pursued in the proof of Theorem 1, each loss function is monotone in $\gamma$ holding fixed the value of $\psi_X$. That is to say, if the loss functions were each re-written in the form $L_X = \ell_X(\mu_X, \psi_X)$ then

$$\frac{\partial \ell_t}{\partial \mu_t} \frac{\partial \mu_t}{\partial \gamma} > 0 \quad \frac{\partial \ell_Y}{\partial \mu_Y} \frac{\partial \mu_Y}{\partial \gamma} < 0$$

(25)

showing the equivalent monotonicity via the second channel is simple using the previously proven comparative static for the $\psi_X$:

$$\frac{\partial \ell_t}{\partial \psi_t} \frac{\partial \psi_t}{\partial \gamma} = 2\chi \sigma^2 \psi_t \frac{\partial \psi_t}{\partial \gamma} > 0 \quad \frac{\partial \ell_Y}{\partial \psi_Y} \frac{\partial \psi_Y}{\partial \gamma} = 2\chi \sigma^2 \psi_Y \frac{\partial \psi_Y}{\partial \gamma} < 0$$

(26)

and combining (25) and (26) is sufficient to prove

$$\frac{\partial \ell_t}{\partial \gamma} > 0 \quad \frac{\partial \ell_Y}{\partial \gamma} < 0$$

Finally, note that previous argument about continuity and extreme values from the proof of Theorem 1 also carries over. In particular,

$$L_t|_{\gamma=0} = L_Y|_{\gamma=0} = 0$$

and

$$L_t|_{\gamma=1} > 0 \quad L_Y|_{\gamma=1} > 0$$

with the latter strictly true so long as $\sigma > 0$ or $\theta \neq 0$. Hence, generically speaking (for $\sigma > 0$ or $\theta \neq 0$), there exists a $\hat{\gamma} \in (0, 1)$ such that target communication is strictly optimal when $\gamma \in (\hat{\gamma}, 1]$, instrument communication is optimal when $\gamma \in [0, \hat{\gamma})$, and the policymaker is indifferent at $\gamma = \hat{\gamma}$.

**Proof of Corollary 7**

Let us finally consider the case of uncertain distortions. Note that, for every $(\lambda, \sigma)$ and every value of $\theta \neq 0$, $\gamma \mapsto L_t(\cdot; \lambda, \sigma)$ and $\gamma \mapsto L_Y(\cdot; \lambda, \sigma)$ have all the relevant monotonicity and limit-value properties because of Proposition 11 (see also the proof thereof). It follows that the average $\gamma \mapsto \mathbb{E}_\pi(\lambda, \sigma)[L_X(\cdot; \lambda, \sigma)]$, where the relevant expectation is over possible values of $(\lambda, \sigma)$ in accordance with prior $\pi$, maintains the same properties. Hence these “expected loss functions” must cross at some $\hat{\gamma} \in (0, 1)$, completing the proof.

**Proofs of Propositions 12 and 13**

For a policy rule to implement the first best, it is necessary that $T(\theta, \theta) = \theta$, which restricts $a$ and $b$ as follows:

$$a = (1 - b)\theta.$$
We can henceforth focus on the class of policy rules that satisfy this restriction. This is a one-dimensional class indexed by $b$.

Solving (14) and (1) jointly for $\tau$ and $Y$, using $a = (1 - b)\theta$, and substituting the solution into (2), we obtain the following game representation for the agents' behavior in stage 1:

$$k_i = (1 - \delta)\theta + \delta E_i[K]$$

(27)

where

$$\delta = \delta(b; \alpha, \gamma) \equiv \frac{\alpha (\gamma + b(1 - \gamma))}{1 - (1 - \alpha)\gamma}.$$  

Note that $\delta \in (-1, +1)$ if and only if $b \in (\frac{\gamma}{1 - \alpha}, +1)$, where $b = \frac{1 + a\gamma}{1 - 2a\alpha} < -1$. This explains the assumed bounds imposed on $b$: outside these bounds, “reasoning fails to converge” (this is the present analogue of the restriction $\delta X \in (-1, +1)$, $X \in \{\tau, Y\}$, in the baseline analysis).

Consider now the case with rigid beliefs (as in Section 4). Iterating the best response (27) yields the unique equilibrium average action as

$$K = \sum_{h=1}^{\infty} \delta^{h-1} \lambda^{h-1} \xi \theta = \frac{1 - \delta}{1 - \lambda \delta} \theta,$$

(28)

with $\delta = \delta(b; \alpha, \gamma)$ defined above. For this to coincide with the first best action, it is therefore necessary and sufficient that

$$\frac{1 - \delta}{1 - \lambda \delta} = 1$$

Clearly, this is automatically satisfied when $\lambda = 1$ (rational expectations), regardless the value of $\delta$, or equivalently of $b$. This verifies the indeterminacy of the optimal policy rule under rational expectations. When instead $\lambda < 1$, the above is satisfied if and only if $\delta = 0$, or equivalently $b = -\gamma/(1 - \gamma)$. Along with $a = (1 - b)\theta$, this completes the characterization of the unique policy rule that implements the first best once $\lambda < 1$.$^53$

**Proof of Proposition 14**

Note that $\bar{E}[K] = E_i[K] = \lambda K$ by an argument essentially identical to the one supporting Lemma 3. Evaluated at the equilibrium under optimal policy, this is $\bar{E}[K] = \lambda \theta$. The expected policy instrument and outcome, evaluated at the optimal rule, are

$$\bar{E}[\tau] = \frac{\theta}{1 - \gamma} - \frac{\gamma}{1 - \gamma} \bar{E}[Y]$$

$$\bar{E}[Y] = (1 - a)\bar{E}[\tau] + a \lambda \theta$$

Solving this system of equations gives

$$\bar{E}[\tau] = \frac{1 - \lambda a \gamma}{1 - \lambda a \gamma} \cdot \theta$$

$$\bar{E}[Y] = \frac{1 - a + a \lambda (1 - \gamma)}{1 - a \gamma} \cdot \theta$$

$^53$Clearly, the argument extends to $\lambda > 1$, modulo the re-interpretation of the friction along the lines of Section 6.2.
Recall also that the equilibrium satisfies $\tau = Y = \theta$.

The instrument forecast gap as a function of $\gamma$ is

$$f_\tau(\gamma) \equiv |\tau - \bar{E}[\tau]| = \left| \frac{(1 - \lambda)}{1 - a\gamma} \alpha \gamma \right| \cdot |\theta|$$

which satisfies $f_\tau(0) = 0$ and $f'_\tau(\gamma) > 0$ for $\gamma \in (0, 1)$. This obviously implies $f_\tau(\gamma) > 0$ for $\gamma \in (0, 1)$. Similarly the target forecast gap is

$$f_Y(\gamma) \equiv |Y - \bar{E}[Y]| = \left| \frac{(1 - \lambda)}{1 - a\gamma} \alpha(1 - \gamma) \right| \cdot |\theta|$$

which satisfies $f_Y(1) = 0$ and $f'_Y(\gamma) < 0$ for $\gamma \in (0, 1)$. This obviously implies $f_Y(\gamma) > 0$ for $\gamma \in (0, 1)$.

Finally, going slightly beyond the original statement of the Proposition, it is simple to see that the instrument gap is always smaller for $\gamma < 0$: $f_\tau(\gamma) > f_Y(\gamma)$ since $|1 - \gamma| > |\gamma|$. This generalizes our results for the optimality of instrument communication with negative GE effects.

B Micro-foundations

In this appendix we spell out the details of two micro-foundations that can be nested in our framework.

B.1 A New Keynesian economy

We first model a liquidity trap with a binding zero-lower-bound through a New Keynesian model. As noted in the main text, this nesting depends on strong simplifying assumptions. The goal is only to facilitate an appealing interpretation of our insights. A careful adaptation of our analysis to the full New Keynesian model is beyond the scope of this paper.

B.1.1 Set-up

There are countably infinite periods, indexed by $t \in \{0, 1, 2, \ldots\}$. As in the abstract model, period 0 exists only to index the time of forward guidance. Period 1 is the liquidity trap. Period 2 is the “future” about which the central bank would like to communicate. Periods 3 to infinity correspond to a return to steady state.

There is a unit measure of households, or consumers, indexed by $i \in [0, 1]$. Household $i$ consumes $C_{i,t}$ of the good and works $N_{i,t}$ hours in period $t$. Their utility function is

$$U_{i,t} = E_i \left[ \sum_{t=1}^{\infty} \beta_t \left( \log C_{i,t} - \frac{N_{i,t}^2}{2} \right) \right]$$

where $\beta_t = \exp(-\sum_{s=1}^{t} \rho_s)$, with $\rho_j$ denoting the discount rate between periods $s$ and $s + 1$. Each consumer also faces a standard flow budget constraint in terms of her asset level $A_{i,t}$, income $Y_{i,t}$, and real interest rate $R_t$:

$$C_{i,t} + R_t^{-1} A_{i,t} = A_{i,t-1} + Y_{i,t}$$
The assets are in zero net supply. Labor hours and income are the same for all agents, so \( N_{i,t} \equiv N_t \) and \( Y_{i,t} \equiv Y_t \) in equilibrium.

There is a representative firm that produces with linear technology \( Y_t = e^{\theta_t} N_t \), where \( \theta_t \) is a measure of log total factor productivity (TFP). The producer of this good charges a constant price normalized to one. Output is thus totally demand determined, and the firm hires labor to meet its demand.

A monetary authority controls the nominal interest rate. Because goods prices are perfectly rigid, this also entails direct control of the real interest rate \( R_t \). The monetary authority faces a zero lower bound constraint on the nominal interest rate, which equals the real interest rate, so \( R_t \geq 1 \).

Standard arguments show that the efficient benchmark of such an economy features productive efficiency, with \( Y_t^\ast \equiv e^{\theta_t} \bar{N} \) for some constant \( \bar{N} \). The implementing monetary policy, ignoring lower bound constraints, fully stabilizes the demand shock and allows output to fluctuate with the productivity shock, or \( R_t^\ast \equiv \exp(\rho_t - \theta_t) \).

**Thought experiment: liquidity trap.** We model the “liquidity trap scenario” in the following way. For all \( t \geq 2 \), the subjective discount is constant at a steady state-value \( \rho_t = \bar{\rho} > 0 \) and the gross natural rate of interest is similarly constant at \( \bar{R} = \exp(\bar{\rho}) > 1 \). At \( t = 1 \), the discount rate is constant and weakly negative, or \( \rho_1 = \bar{\rho} \leq 0 \). During this liquidity trap period, a zero lower bound (ZLB) becomes binding, or \( R_1 = 1 \).

TFP is equal to its steady-state level at \( t = 1 \) and for all \( t \geq 3 \). TFP at period 2 equals some random \( \theta \). The monetary authority learns the value of \( \theta \) at \( t = 0 \) and can condition their announcement of future conditions on this piece of information. Note that the level of TFP itself has no instrumental value for any agent in the economy to know. Consumers care just to know demand, which determines output; and firms are stuck with a constant price and forced also to track demand. We return to alternate interpretations for the shock \( \theta \) at the end of this section.

Finally, by way of normalization, we assume that the monetary authority always returns to the steady-state level of interest rates (which, by assumption, here equals the natural rate) for \( t \) after some fixed \( T < \infty \).

The policymaker at \( t = 0 \), more specifically, has two options for forward guidance. First, they can announce a path of interest rates from \( t = 2 \) to \( T \), or \( \{R_t\}_{t=2}^T \). Second, they can announce a targeted value for output during and just after the liquidity trap (which will be more clearly defined later). Crucially, they can adjust the interest rate path \( \{R_t\}_{t=2}^T \) to meet this target ex post.

We assume the following specific structure for beliefs and choices. First, consumers have mis-specified beliefs about each others’ knowledge and rationality during the liquidity trap (at \( t = 1 \)). Second, all agents have common knowledge about the common preference shock. Finally, from period 2 onward, the economy returns to common knowledge of policy (the “crisis of confidence” passes), and this fact itself is common knowledge at the beginning of the liquidity trap.

**B.1.2 Mapping to the abstract model**

Let all lowercase variables now be in log deviations from the steady state in which \( \rho_t \equiv \bar{\rho} \), \( \theta_t \equiv 0 \), and \( R_t \equiv \bar{R} = \exp(\bar{\rho}) \). We will first solve for equilibrium in these log-deviation terms.
The consumption of agent $i$ at time $t$ can be expressed as the following function of current and future interest rates, income, and discount rate shocks:

$$c_{i,t} = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_{i,t}[y_{t+j}] + \beta \sum_{j=0}^{\infty} \beta^j E_{i,t}[-(r_{t+j} - (\bar{\rho} - \rho))]$$

(29)

where $\beta \equiv \exp(-\bar{\rho})$ is the steady-state discount factor. This expression is obtained by substituting the consumer’s Euler equation into his lifetime budget constraint and solving for consumption. It represents the optimal consumption in period $t$, as a function of the expected path of income and interest rates, and identifies $1 - \beta$ with the marginal propensity to consume out of income. (More on this interpretation below.)

Let us first derive consumption and income at $t = 2$. We assume that, at this point, all agents have the same (rational) expectations. It is simple to apply forward-looking rational expectations in (29) to get

$$c_{i,2} = y_t = -\sum_{s=2}^{T} r_s$$

Let $\tau \equiv -\sum_{s=2}^{T} r_s$ denote this (negative) sum of future interest rates, which is a sufficient statistic for policy. A higher $\tau$ corresponds to looser monetary policy after the trap.

Now we can solve for consumption in period 1, after substituting out income in all periods 3 and after. Given that $r_1 = -\bar{\rho}$ in deviation from the steady state, this reduces to the following:

$$c_{i,1} = (1 - \beta)E_{i,1}[y_1 + \beta y_2 + \beta^2 \tau] + \beta \rho$$

(30)

Summing up, the above is the optimal consumption of individual $i$ in period 1, as a function of her expectations of her income and of post-trap interest rates. But recall that income is demand-determined and hence positively related on the consumption choices of others. This suggest that this model has the same basic formal structure as our abstract model. The precise mapping is spelled out below. And why this mapping is exact only with the simplified version of the New Keynesian model used here, the logic is more general. See, for instance, Angeletos and Lian (2018) for a detail exposition of how both the Dynamic IS curve and the New Keynesian Philips curve can be represented as a pair of dynamic games of strategic complementarity.

**Counterpart of equations (1) and (2).** Let

$$Y = \frac{1}{1 + \beta} y_1 + \frac{1}{1 + \beta} y_2 + \frac{1}{1 + \beta} \rho$$

be a (normalized) measure of total output during and right after the liquidity trap. Let

$$k_i \equiv c_{i,1} - \rho$$

be individual consumer spending in the first period of the trap relative to its no-guidance level; and let the average thereof be $K \equiv \int c_i \, di - \rho$. Finally, as stated previously, let

$$\tau \equiv -\sum_{s=2}^{T} r_s$$
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be the negative of the interest rates after the trap. Because $y_2 = \tau$, we can re-write the definition of $Y$ in the following form:

$$Y = \frac{\beta}{1 + \beta} \tau + \frac{1}{1 + \beta} K$$

which matches condition (1) in our abstract framework for $\alpha = \frac{1}{1 + \beta}$. Condition (30), on the other hand, can be written up to a constant as

$$k_i = \beta^2 E_i,1[\tau] + (1 - \beta^2) E_i,1[Y]$$

which matches condition (2) in our abstract framework for $\gamma = 1 - \beta^2$.

**Interpreting the GE complementarity.** The GE complementarity is herein given by $\gamma = 1 - \beta^2$ and is thus higher when $\beta$ is lower. Literally taken, $\beta$ is the steady-state discount factor. But this is not the relevant interpretation here. Instead, inspection of condition (30) reveals that $(1 - \beta)$ is the marginal elasticity to consume out of income during the liquidity trap. And because there is no capital (and hence $C = Y$), this is also the marginal propensity to consume (MPC).

Of course, with the complete-markets, infinite-horizon formulation adopted here (and in the textbook version of the Permanent Income Hypothesis alike), the MPC is itself given by 1 minus the subjective discount factor. But in more realistic models, this relation does not hold. For instance, a perpetual-youth, OLG extension of the present model along the lines of Del Negro, Giannoni and Patterson (2015) preserves condition (30) modulo the replacement of $\beta$ with $\beta \zeta$, where $\zeta$ is one minus the probability of death. Furthermore, Farhi and Werning (2019) explain how the probability of “death” can be re-interpreted as the probability of “exit” from markets, or of binding liquidity constraints.

Under this light, the value of $1 - \beta$ in our simple model is best interpretable as the MPC, and a lower $\beta$ mimics tighter borrowing constraints. By the same token, the relation $\gamma = 1 - \beta^2$ can be read as “the Keynesian multiplier increases with the MPC.”

**Interpreting the policy instrument.** The policy instrument is the negative sum of all future interest rates to which the central bank can commit. There are several interest rate paths that could implement a given value of $\tau$, and different “parametrization” of these paths might be more interpretable from a policy perspective.

Consider first the policy of holding nominal rates at zero, or setting $r_t = -\rho$, for $h$ periods before returning to the natural rate, $r_t = 0$. In this case, $\tau = -h\rho$ and $\tau$ captures “the timeline for staying at the ZLB after the liquidity trap.”

Consider second the policy of committing to return to the natural rate at $t = 2$. In this case, $\tau = -r_2$ and $\tau$ captures the “aggressiveness of the lift-off.”

**B.1.3 A micro-founded policy objective**

Let us now return to the policy objective. Assume first that $\rho = 0$, so the first-best allocation is shifted only by TFP and features $y_1^* = \theta$, $y_2^* = \theta$, and $\tau^* = -r_2^* = \theta$. This is consistent with our view that bounded rationality is the only source of inefficiency, or that the first-best could be implemented with rational expecta-
tions. We take such an extreme stance to focus on normative analysis on the role of bounded rationality, though very shortly we will discuss how the \( \rho < 0 \) case might play out in our example.

Assume also that policy implementation for \( t \geq 2 \) is achieved only by manipulating the interest rate at \( t = 2 \), so all future gaps of output from the first-best level are 0. Up to scale, a utilitarian planner’s loss function in this economy is

\[
L = L(y_1, y_2; \theta) = (y_1 - \theta)^2 + \beta(y_2 - \theta)^2
\]

In terms of the abstract model’s tuple \((K, \tau)\), the above can be restated as

\[
L = L(\tau, K; \theta) = (K - \theta)^2 + \beta(\tau - \theta)^2
\]

or, in terms of \((Y, \tau)\), as

\[
L = L(\tau, Y; \theta) = (1 + \beta)(Y - \theta)^2 + \beta(\tau - \theta)^2 - 2\beta(Y - \theta)(\tau - \theta)
\]

Mapping to the abstract loss function. The loss function (33) maps essentially to our abstract objective (3). The additional “cross-term” \(-2\beta(Y - \theta)(\tau - \theta)\) does not appear in the abstract loss function we assume in the main text, but its presence would not have upset any of the insights. Indeed, we can just as easily prove our main result (Theorem 1) by using directly the micro-founded objective in (32), instead of either (3) or (33), because the trade-off between the \( \tau - \theta \) and \( K - \theta \) gaps share the same essential monotonicity properties we highlight in the proof for the trade-off between the \( \tau - \theta \) and \( Y - \theta \) gaps. This possibility is discussed at the end of the proof of Theorem 1 in Appendix A.

Interpretation of policy shifter \( \theta \). Our model treats the period 2 productivity \( \theta \) as a pure shifter of the policymaker’s preference. Although TFP does not \textit{generically} fulfill this role in micro-founded models, it does in this particular model with no production decisions. This makes our abstraction from the signaling role of policy internally consistent.

We are open also to broader interpretations of what \( \theta \) means. A first possibility, which would amount to a “re-labeling” of the present structure, allows \( \theta \) to be a shock to the policymaker’s intertemporal preference relative to the household’s. This amounts to the policymaker having a random “opinion” about the extent to which fluctuations are efficient, without tying the efficient component of those fluctuations with a primitive supply shock.

A second possibility equates \( \theta \) to a shock to the central bank’s “long-run outlook” about issues that plausibly have a very small impact on consumer’s choices today. Examples include costs to remaining at the ZLB from financial-sector instability, central-bank balance-sheet expansion, or effects on future inflation. We do not model such issues formally here.

First-order considerations. Let us now allow \( \rho < 0 \), or a strictly sub-optimal demand recession at \( t = 0 \). The loss function (32) becomes

\[
L(K, \tau; \theta, \rho) = (K - \theta)^2 + \beta(\tau - \theta)^2 + 2\rho K
\]
In our baseline model, as long as the policymaker makes announcements of the form \( \hat{X} = rX\theta \) for \( r > 0 \) and \( X \in \{\tau, Y\} \), then \( K \) admits a form \( K = \kappa_X rX\theta \) with \( \kappa_X rX > 0 \). Thus the extra first-order term can be re-written as \( 2\rho \kappa_X rX\theta \).

Consider first the case of \( \theta > 0 \). The extra term in the loss function is always negative, and more so when \( \kappa_X rX \) is large or \( K \) responds more to \( \theta \). Intuitively, this favors target communication. When the policymaker is trying to induce a positive output level at \( t = 2 \), they would prefer a method which achieves more movement of output at \( t = 1 \) to fight the distortionary demand recession. In fact, if \( \kappa_X rX > 1 \) (as it would be in our model), then target communication with bounded rationality does better than either method would do under rational expectations. The over-reaction afforded by bounded rationality allows the policymaker to achieve more at \( t = 1 \) without unnecessarily heating up the economy at \( t = 2 \) to keep the promise.

Now consider \( \theta < 0 \), which for the opposite argument favors low \( \kappa_X rX \) and low responsiveness of \( K \) to \( \theta \). Intuitively, this favors instrument communication. When the policymaker needs to exogenously tighten at \( t = 2 \) relative to baseline expectations (say, because there are unusually high costs of remaining at the ZLB in terms of financial instability), they would prefer a method which does not exacerbate the initial demand shortfall.

**B.2 A neoclassical economy with aggregate demand externalities**

The second micro-foundation differs in its approach (Neoclassical), application (fiscal policy), and key decision (investment).

**B.2.1 Set-up**

There are three periods, \( t \in \{0, 1, 2\} \); a continuum of firms or entrepreneurs, \( i \in [0, 1] \), who choose investment at \( t = 1 \); and a policymaker, who can subsidize production at \( t = 2 \). The first period, \( t = 0 \), identifies only the time of policy announcement.

At \( t = 1 \), the entrepreneur has one unit of a good to consume or transform into an investment good. The latter can be sold to a final goods firm at \( t = 2 \) for price \( p_i \). Their budget is therefore given by \( c_{i,1} + x_i = 1 \) at \( t = 1 \) and by \( c_{i,2} = p_i x_i \) at \( t = 2 \), where \( c_{i,t} \) denotes consumption in period \( t \). Their lifetime utility is linear, \( u_i = c_{i,1} + c_{i,2} \).

The final-good firm operates at \( t = 2 \). Define the following CES aggregator of the intermediate goods

\[
X = \left( \int x_i^{1-\rho} \, di \right)^{\frac{1}{1-\rho}}
\]

where \( \rho \in [0, 1] \) is the inverse elasticity of substitution. The final goods firm operates with a Cobb-Douglas technology over this intermediate and labor, \( Q = X^{\eta} N^{1-\eta} \). Its revenue is

\[
(1 - r)Q - wN - \int p_i x_i \, di
\]

where \( r \) is the rate of taxation and \( w \) is the wage, both in final good terms. Finally, the worker lives, works,
and consumes only in period $t = 2$ and has utility $v = wN - \frac{1}{1+\phi}N^{1+\phi}$, where $\phi > 0$ parameterizes the Frisch elasticity.

**Solution.** In period 2, the final goods producer’s demand for intermediates is the following:

$$p_i = \eta(1-r)Q X^{\rho-1} x_i^{-\rho}$$

This implies that the revenue for the entrepreneur has the following form:

$$p_i \cdot x_i = \eta(1-r) Y \left(\frac{x_i}{X}\right)^{1-\rho} = \eta(1-r)X^{\eta+\rho-1} N^{1-\eta} x_i^{1-\rho}$$

Profits scale more with aggregate investment $X$ when $\rho$ is high (high complementarity and high demand externality).

Labor supply has the following form:

$$w = (1+\phi) N^\phi$$

Labor demand is set by the final-goods firm:

$$w = (1-\eta)(1-r) \frac{Q}{N}$$

which decreases in the tax rate (or increases in the subsidy).

In period 1, the entrepreneur invests until the marginal return on capital is one:

$$1 = E_i \left[ \frac{\partial (x_i \cdot p_i)}{x_i} \right]$$

The first-order condition re-arranges to

$$x_i^\rho = \eta(1-\rho)E_i \left[ (1-r) X^{\eta+\rho-1} N^{1-\eta} \right] \quad (35)$$

Investment solves this fixed-point equation.

**REE benchmark.** Assume rational expectations. In equilibrium, the agent will conjecture that $x_{-i} = x_i \equiv X$. Since everything is now known, we can pull $X$ out of the expectation and solve to get

$$X_i = X = (\eta(1-\rho))^{\frac{1}{1-\eta}} (1-r)^{\frac{1}{1-\eta}} N$$

It is immediate that output is linear in labor:

$$Q = X^\eta N^{1-\eta} = (\eta(1-\rho))^{\frac{\eta}{1-\eta}} (1-r)^{\frac{\eta}{1-\eta}} N$$

Setting labor supply to labor demand gives

$$N = \left( \frac{1-\eta}{1-\phi} \right)^{\frac{1}{1-\eta}} (1-r)^{\frac{1}{1-\eta}} Q^{\frac{1}{1-\eta}}$$

and plugging that back into the equation for output gives

$$Q = \left( \frac{1-\eta}{1-\phi} \right)^{\frac{1}{\phi}} (\eta(1-\rho))^{\frac{\eta}{1-\phi}} (1-r)^{\frac{\eta}{1-\phi} + \frac{1}{\phi}}$$

From this point, we can also solve for output as a function of investment $X$. Crucially, none of the exponents (i.e., elasticities) depend on the value of $\rho$: only the constants (levels) do.
B.2.2 Mapping to the abstract model

Now consider a more general model in which agents do not form rational expectations, because of either limited information or various behavioral biases. The fixed-point equation 35 can no longer be solved without expectations. To make progress, we will take log-linear approximations around \( r = 0 \). Let \((\bar{Q}, \bar{N}, \bar{X})\) denote output, labor, and investment evaluated at this point. Let \( Y = \log Q - \log \bar{Q} \) and \( n = \log N - \log \bar{N} \) be log deviations of the first two quantities. Further, define \( k_i = \frac{1+\eta\phi}{1+\phi} (\log x_i - \log \bar{X}) \) and \( \tau = \frac{1+\eta\phi}{\phi(1-\eta)} \log(1-r) \) be convenient monotonic transformations of investment and the tax, respectively, and \( K = \int k_i \, di \) be the aggregate (log deviation) rescaled investment.

Aggregate production is log-linear:

\[
Y = \frac{\eta(1+\phi)}{1+\eta\phi} K + (1-\eta) n
\]

Equilibrium labor is

\[
n = \frac{1}{1+\phi} Y + \frac{\phi(1-\eta)}{(1+\eta\phi)(1+\phi)} \tau
\]

Combining these two expressions yields the following expression for output as a function of investment and policy:

\[
Y = (1-\alpha) \tau + \alpha K
\]

with

\[
\alpha \equiv \frac{\eta(1+\phi)^2}{(\eta + \phi)(1 + \eta\phi)}
\]

The direct effect of policy, with weight \( 1-\alpha \), comes entirely through the expansion of labor demand. Unsurprisingly, this effect is strongest when the capital share of output \( \eta \) is relatively small.

Let us now turn to the investment decision (35). To a log-linear approximation, it is

\[
\log x_i - \log \bar{X} = \left(1 - \frac{1-\eta}{\rho} \right) E_i \left[ \log X - \log \bar{X} \right] + \frac{1-\eta}{\rho} E_i \left[ n \right] + \frac{1}{\rho} E_i \left[ \log(1-r) \right]
\]

After substituting in equilibrium labor, rescaling investment and taxes, and approximating aggregate investment, we get

\[
k_i = \left(1 - \gamma \right) E_i [\tau] + \gamma E [Y]
\]

for feedback parameter

\[
\gamma \equiv \frac{(1+\eta\phi)(\rho(\eta + \phi) - \phi(1-\eta))}{\eta\rho(1+\phi)^2}
\]

For all \( \phi > 0, \rho \in (0,1), \text{ and } \eta \in (0,1) \), this parameter is in the relevant domain \((-\infty, 1]\). A higher aggregate demand externality always corresponds to a larger feedback:

\[
\frac{\partial \gamma}{\partial \rho} = \frac{(1-\eta)(1+\eta\phi)\phi}{\eta\rho^2(1+\phi)^2} > 0
\]

The feedback parameter is positive if and only if

\[
\rho > \frac{\phi(1-\eta)}{\phi + \eta}
\]
The right-hand-side is always strictly less than 1. The game more likely has reduced-form complementarity when the capital share is relatively high or the disutility of labor is relatively low. If wages are perfectly sticky, or $\phi = 0$, then the right-hand side is zero and there is always a (net) aggregate demand externality.

B.2.3 On the policymaker’s objective

In the previous model that the first-best is implemented if $Y = \tau = 0$, or no distortionary taxes are imposed upon the economy. To make progress and allow some reason for government intervention, we might imagine $\theta$ as a random shifter of the (negative) value of tax revenues for the government. This could encompass political considerations and/or the marginal value of tax revenue for other applications in the economy. The policy objective would then encode the trade-off between raising revenues and distorting production and labor supply decisions at $t = 2$.

C Miscellanea

In this appendix we fill in various details. First, we explain how our main specification can be recast as a “smooth” version of Level-k Thinking. Second, we explain why two other forms of communication, announcing $\theta$ or committing to a value for $K$, are ill posed. Third, we elaborate on the role played by the assumption $\alpha < \frac{1}{2 + \gamma}$. Fourth, we provide a suggestive, back-of-the-envelop calculation of the critical threshold for the MPC that justifies target communication in our stylized version of the New Keynesian model. Finally, we describe an extension that combines our logic with that of Poole (1970).

C.1 Level-k Thinking

The key mechanism in the previous section is agents’ under-forecasting of others’ responses to the policy message: as demonstrated in Lemma 3, $\mathbb{E}[K]$ moves less than $K$ in response to variation in $\hat{X}$. One could recast this as the consequence of agents’ bounded ability to calculate others’ responses or to comprehend the GE effects of the policy.

A simple formalization of such cognitive or computational bounds is Level-k Thinking. This concept represents a relaxation of the part of Assumption 2 that imposes common knowledge of rationality: agents play rationally themselves, but question the rationality of others. In particular, this concept is defined recursively by letting the level-0 agent make an exogenously specified choice (this is the completely irrational agent), the level-1 agent play optimally given the belief that others are level-0 (this agent is rational but believes that others are irrational), the level-2 agent play optimally given the belief that others are level-1, and so on, up to some finite order $k$. Level-k Thinking therefore imposes a pecking order, with every agent believing that others are less sophisticated than herself in the sense that they base their beliefs on fewer iterations of the best responses than she does.

To see the implications of this concept in our context, assume all agents think to the same order $k \geq 1$ and let the “base case” (level-0 behavior) correspond to $K = 0$. Because level-$k$ agents believe that all other agents are of cognitive order $k - 1$, the expectation of $K$ is now given by
The implementability coefficients $\mu_T$ and $\mu_Y$ under Level-$k$ Thinking (left) and rigid beliefs (right).

\[ \hat{E}[K] = (1 - \delta_X) \sum_{h=0}^{k-1} (\delta_X)^h \hat{X} = (1 - (\delta_X)^k) \hat{X} \]  

(40)

For even $k$ and $\delta_X \in (-1, 1)$, this always implies a dampened response of beliefs to the fundamental. Outcomes $K = ((1 - \delta_X) + \delta_X (1 - (\delta_X)^k)) \hat{X}$ have dampened response to $\hat{X}$ for $\delta_X > 0$ and amplified response for $\delta_X < 0$. These distortions remain monotone in the extent of strategic interaction in either direction, $|\delta_X|$. Intuitively, higher $|\delta_X|$ puts higher weight on agents’ faulty reasoning. As such our core results readily extend to this case.

The equivalence, however, breaks down for any even number $k$ because Level-k Thinking displays a peculiar, “oscillatory” behavior in games of strategic substitutability. In our context, this problem emerges with target communication, precisely because this induces a game of strategic substitutability.

Let us explain. For any given announcement, an agent wants to invest more when he expects others to invest less. Because the level-0 agent is assumed to be completely unresponsive, a level-1 agent expects $K$ to move less than in the frictionless benchmark and thus moves more himself. A level-2 agent then expects $K$ to move more than in the frictionless benchmark and therefore chooses to move less himself. That is, whereas $k = 0$ amplifies the actual response of investment relative to rational expectations, $k = 1$ attenuates it. The left panel of Figure 2 shows that this oscillatory pattern continues for higher $k$, and that this oscillation with target communication is the only qualitative difference between the present specification and that studied in Section 4.

We are not aware of any experimental evidence of this oscillatory pattern. We suspect that it is an unintended “bug” of a solution concept that was originally developed and tested in the experimental literature primarily for games of complements and may not be applicable to games of substitutes without appropriate modification. Seen from this perspective, the formalization adopted in the previous section captures the essence of Level-k Thinking while bypassing its “pathological” feature.

The same goal can be achieved with a “smooth” version of Level-k Thinking along the lines of Garcia-Schmidt and Woodford (2019). The concept of “cognitive discounting” introduced in Gabaix (2019) works in a similar manner, too, because it directly postulates that the subjective expectations of endogenous variables such as $K$ move less than the rational expectations of it.
C.2 Communicating other objects

Our focus on communicating $\tau$ or $Y$ seemed natural for applications. But, for completeness, we discuss here the possibilities of committing to a target for the aggregate action $K$ or communicating the realized value of $\theta$ along with (or perhaps instead of) a policy plan.

C.2.1 Communicating a target for $K$

Consider the scenario in which the policymaker commits to a target for $K$, instead of a value for $\tau$ or $Y$. This option may be impractical if $K$ stands for a complex set of decisions that is hard to measure. But even abstracting from such measurement issues, this option is not well-posed in our model.

Consider in particular the specification studied in Section 4 and let the policymaker announce and commit to a value $\hat{K}$ for aggregate investment. Assume that first-order beliefs about investment are correct ($\bar{E}[K] = \hat{K}$) and higher-order beliefs are sticky around zero ($\bar{E}^h[K] = \lambda^{h-1}\hat{K}$). For the announcement to be fulfilled in equilibrium, it must be the case that

$$\hat{K} = (1 - \delta_X)\bar{E}[X] + \delta_X\bar{E}[K] = (1 - \delta_X)\bar{E}[X] + \delta_X\hat{K}$$

for either fundamental $X \in \{\tau, Y\}$. The only first-order beliefs compatible with this announcement, then, are $\bar{E}[\tau] = \bar{E}[Y] = \bar{E}[K] = \hat{K}$: on average (and, in fact, uniformly), agents believe that equilibrium will be $\tau = Y = K$. This is an ideal scenario for the policymaker.

It turns out, however, that a rational agent who doubts the attentiveness of others will doubt that other agents play the announcement, or that $K = \hat{K}$. If a given agent $i$ thinks that agent $j$ plays $k_j = \hat{K}$, she is implicitly taking a stand on agent $j$’s beliefs about $\tau$ and $Y$. Specifically, agent $i$ believes that agent $j$ is following her best response (here, written with $X = \tau$), namely

$$E_i[k_j] = (1 - \delta_{\tau})E_iE_j[\tau] + \delta_{\tau}E_iE_j[K]$$

We have assumed that $E_i[k_j] = \hat{K}$ and $E_iE_j[K] = \lambda\hat{K}$. This produces the following restriction on second-order beliefs about $\tau$:

$$E_iE_j[\tau] = \frac{1 - \lambda\delta_{\tau}}{1 - \delta_{\tau}}\hat{K}.$$ 

This has a simple interpretation: to rationalize aggregate investment being $\hat{K}$ despite the fact that fraction $(1 - \lambda)$ of agents were inattentive to the announcement, agent $i$ thinks that a typical other agent has over-forecasted the policy instrument $\tau$.

At the same time, agent $i$ knows that, like himself, all attentive agents expect $\tau$ to coincide with $\hat{K}$. And since agent $i$ believes that the fraction of attentive agents is $\lambda$, the following restriction of second-order beliefs also has to hold:

$$E_iE_j[\tau] = \lambda\hat{K}.$$ 

When $\lambda = 1$ (rational expectations), the above two restrictions are jointly satisfied for any $\hat{K}$. When instead $\lambda < 1$, this is true only for $\hat{K} = 0$. This proves the claim made in the text that, as long as $\lambda < 1$, there is no equilibrium in which is infeasible to announce and commit to any $\hat{K}$ other than 0 (the default point).
In a nutshell, the problem with communicating $K$ is that the policymaker has no direct control over it. From this perspective, output communication worked precisely because the policymaker had some plausible commitment. Agents could rationalize $Y = \hat{Y}$ regardless of their beliefs about $K$ because there always existed some level of $\tau$ that implemented $\hat{Y}$. We alluded to the failure of this mechanism as $\alpha \to 1$, and the direct effect of policy vanished, in our baseline model (Section 5.4).

C.2.2 Expanding the message space

Return to the case in which the policymaker commits to a value for $\tau$ or $Y$ (conditional on $\theta$), but allow her to provide an additional message of the form

$$m = a\theta + b\epsilon$$

where $a, b \in \mathbb{R}$ and $\epsilon$ is an arbitrary random variable. This could capture a perfect or imperfect signal of the fundamental, a “justification for the policy choice,” or some other arbitrary message. Let Assumption 3 apply to the vector $(\theta, X)$.

It is obvious that the additional message plays no role in the best response (9) or the expansion (11); does not enter the expression for $K$; and thus does not affect the implementability constraint. Hence the implementable sets are the same as the ones given for instrument and target communication in Proposition 3. The messages provide no extra flexibility.

C.2.3 Communicating only $\theta$

What about communicating a message without a policy plan? In particular, what if the policymaker communicates only the value of $\theta$? In general, agents may have no idea what $\theta$ means, or how to map its announced value to an expectation for $\tau$ and $Y$. So, unless additional assumptions are made, this scenario is ill-posed.

One way to close this scenario is to assume that the agents have knowledge of the policymaker’s entire problem, namely her objective as given in (3), her set of options (pick a value for $\tau$ or one for $Y$), and her beliefs about the structure of the economy. The agents could then use this knowledge along with the announcement of $\theta$ to figure out the policymaker’s choices. This would only replicate the outcomes of our baseline analysis, in a indirect and uninteresting way.

This is is true, of course, insofar as the policymaker’s problem remains the same as in our baseline analysis: the policymaker is still committing to a value for $\tau$ or $Y$, although “secretly” so. If, instead, the policymaker lacks commitment, they will expect her to play a different strategy. This takes us to the territory of Section 8, where we explain why commitment is essential for regulating the bite of bounded rationality.

C.3 The restriction $\alpha < \frac{1}{2-\gamma}$

Most of our analysis restricts $\alpha < \frac{1}{2-\gamma}$ so as to guarantee that $-1 < \delta_X < 1$ for both modes of communication. This allows the characterization of beliefs and behavior by repeated iteration of the best responses. In
particular, in Section 3 it guarantees that the joint of Assumptions 1 and 2 replicates the REE benchmark; in Appendix C.1, it guarantees that the Level-k outcome converges to the REE outcome as agents become “infinitely rational” ($k \to \infty$); and in Sections 4 and 6.2, it guarantees that Assumptions 3 and 4 yield the corresponding PBE outcomes.

We think it is most reasonable to restrict to $|\delta_X| < 1$. But for completeness we discuss here what happens otherwise. Consider first an “adversarial” selection of outcome in this case. This will only strengthen the case for the main results. For $-1/\alpha < \gamma < 2 - 1/\alpha$, we have $\delta_Y < -1$ and $\delta_T \in (-1, 1)$. Instrument communication would clearly be preferred to prevent arbitrarily poor outcomes under target communication. To use an analogy which applies directly in our extension that considers policy rules (Section 8), this is like picking a policy that obeys the Taylor principle over one that does not. For $\gamma < -1/\alpha$, we have both $\delta_Y < -1$ and $\delta_T < -1$, so the theory lacks a clear prediction under either communication strategy.

C.4 Back-of-the-envelope calculation

While our version of the New Keynesian model in Appendix B.1 is admittedly very simple, it can offer a hint at how steep the Keynesian cross needs to be to justify target communication. Let us focus on the vanishing friction limit for the critical GE feedback, given in Corollary 5 as $\hat{\gamma}_{vf} \equiv \lim_{\lambda \to 1} \hat{\gamma} = \frac{1}{2 - \alpha}$. Note that this high confidence limit is the most favorable case for target communication according to Proposition 7. The critical feedback, after substituting in the micro-founded value of $\alpha$, is

$$\hat{\gamma}_{vf} = \frac{1 + \beta}{1 + 2\beta}$$

in terms of the discount factor $\beta$. Note that $1 - \beta$ corresponds with the marginal elasticity to consume out of income earned during in the liquidity trap, which in a model with no capital (i.e., $C = Y$) also equals the local marginal propensity to consume. Simplifying the condition $\gamma > \hat{\gamma}_{vf}$, again in terms of this parameter, gives a threshold

$$1 - \beta > \frac{1}{2}$$

for the marginal propensity to consume. Note that, for model calibration, this value depends on both the MPC out of income in a fixed period as well as the length of the periods (i.e., the liquidity trap).

Assume, as an example, that periods correspond to 3 years. Let the MPC over the long period be related to the MPC $m$ in a single year by the expression

$$1 - \beta = (m)(1 + (1 - m) + (1 - m)^2) = 1 - (1 - m)^3$$

This mechanically assumes that fraction $m$ of any remaining amount of income is spent in a given period. Then the critical threshold for the annual MPC $m$ corresponds to about

$$m > m^* \approx 0.21.$$ 

An annual MPC, for the average household, in this range is quite reasonable according to the available micro-data studies (see, e.g., the review in Jappelli and Pistaferri, 2010).
C.5 Connection to Poole (1970)

Our baseline model included exogenous shocks to the preferences of the policymaker but excluded such shocks from conditions (1) and (2). This is without loss of generality if the other shocks are common knowledge and observed by the policymaker. These assumptions are extreme, but common in the Ramsey policy paradigm. In our context, they guarantee that implementability results remain true provided that the quantities \((\tau, Y)\) are re-defined to be “partialed out” from the extra shocks.

A more plausible scenario, perhaps, is that other shocks are unobserved and the policymaker cannot condition on them. This introduces into our analysis similar considerations as those in Poole (1970). The latter focused on how two different policies—fixing the interest rate or fixing the money supply—differed in their robustness to external shocks. Primitive shocks (to supply and demand) had different effects on the policy objective (output gap) depending on the slope of the model equations and the policy choice. Poole could do comparative statics of optimal policy in these slopes as well as the relative variance of the shocks.

Such “Poole considerations” can be inserted into our framework and will naturally affect the choice between fixing \(\tau\) and fixing \(Y\). However, such consideration matter even in the REE benchmark and, roughly speaking, are separable from the mechanism we have identified in our paper.

Shocks to output. Consider now a model in which output contains a random component:

\[
Y = (1 - \alpha)\tau + \alpha K + u,
\]

where \(u\) is drawn from a Normal distribution with mean 0 and variance \(\sigma^2_u\), is orthogonal to \(\theta\), and is unobserved by both the policymaker and the private agents. In this case, announcing and committing to a value for \(Y\) stabilizes output at the expense of letting the tax distortion fluctuate with \(u\). Conversely, announcing and committing to a value for \(\tau\) stabilizes the tax distortion at the expense of letting output fluctuate with \(u\). It follows that, even in the frictionless benchmark (\(\lambda = 1\)), the policymaker is no more indifferent between the two. In particular, target communication is preferable if and only if the welfare cost of the fluctuations in \(Y\) exceeds that of the fluctuations in \(\tau\), which is in turn is the case whenever \(\chi\) is high enough.\(^{54}\)

While these possibilities are interesting on their own right, they are orthogonal to the message of our paper. Indeed, the shock considered above does not affect the strategic interaction of the private agents under either mode of communication: Lemmas 1 and 2 remain intact. By the same token, when \(\lambda = 1\), the sets of the implementable \((\tau, Y)\) pairs remain invariant to \(\gamma\), even though they now depend on the realization of \(u\). It then also follows that, as long as \(\lambda = 1\), the optimal mode of communication does not depend on \(\gamma\).

\(^{54}\)The above scenario has maintained that the ideal level of output is \(Y^{fb} = \theta\). What if instead \(Y^{fb} = \theta + u\)? This could correspond to a micro-founded business-cycle model in which technology shocks that have symmetric effects on equilibrium and first-best allocations. Under this scenario, it becomes desirable to let output fluctuate with \(u\), which in turn implies that instrument communication always dominates target communication with rational expectations. A non-trivial trade off between the two could then be recovered by adding unobserved shocks to the tax distortion. The optimal strategy is then determined by the relative variance of the two unobserved shocks and the relative importance of the resulting fluctuations, along the lines of Poole (1970).
As soon as $\lambda < 1$, the implementability sets and the optimal mode of communication start depending on $\gamma$, for exactly the same reasons as those explained before. To make this more clear, note that the implementable set for instrument communication is

$$\{(\tau, Y) : \gamma = \mu_{\tau}^{-1} \tau + u\}$$

which means the policymaker, free to choose announcement $\tau = r_{\tau} \theta$, can implement $(\tau, Y)$ pairs of the form $(r_{\tau} \mu_{\tau}^{-1} \theta, r_{\tau} \theta + u)$. Consider a policymaker who must commit ex ante, before the realization of $\theta$, to either instrument or target communication and a mapping from $\theta$ to their announcement $\hat{X}$. This is a slightly different assumption than our main analysis, but an appropriate translation of the classic Poole problem. We could just as easily have assumed contingency on $\theta$ but not $u$, with the minor change that optimal policy now depends on the realization of $\theta$ in place of its ex ante variance.

The appropriate translation of the loss function is

$$L_\tau = \min_{r_{\tau} \in \mathbb{R}} \left[ \sigma^2_\theta \left( (1 - \chi)(r_{\tau} - 1)^2 + \chi(r_{\tau} / \mu_{\tau} - 1)^2 \right) + \chi \sigma^2_u \right]$$

where $(\sigma^2_u, \sigma^2_\theta)$ are the respective variances of $u$ and $\theta$. To re-iterate, were policy contingent on realized $\theta$, the same would apply with $\sigma^2_\theta$ in place of $\sigma^2_\theta$.

For target communication, the implementable set is

$$\{(\tau, Y) : \tau = r_Y \theta - \frac{u}{1 - \alpha}\}$$

which means that, for announcement $Y = r_Y \theta$, the policymaker can implement $(\tau, Y)$ pairs of the form $(r_Y \mu_Y \theta - u/(1 - \alpha), r_Y \theta)$. The appropriate translation of the loss function is

$$L_Y = \min_{r_Y \in \mathbb{R}} \left[ \sigma^2_\theta \left( (1 - \chi)(r_Y - 1)^2 + \chi(r_Y / \mu_Y - 1)^2 \right) + \frac{1 - \chi}{(1 - \alpha)^2} \sigma^2_u \right]$$

Note that the extra terms that appear in the loss functions for $\sigma^2_u > 0$ have no dependence on $\gamma$. To map to the loss functions plotted in Figure 1 as a function of $\gamma$, each loss function is shifted above, but neither “twists” or loses its monotonicity in $\gamma$.

Finally, note that in expectation both implementable sets are the same as the ones that are presented in Proposition 3. In particular, when $\lambda = 1$ and $\mu_{\tau} = \mu_Y = 1$, the implementable sets are the same as the rational-expectations ones in Proposition 1. This demonstrates Proposition 9.

**Measurement errors and trembles.** The same logic as above applies if we introduce measurement errors in the policymaker’s observation of $\tau$ and $Y$, or equivalently trembles in her control of these objects. To see this, consider a variant of our framework that lets the policymaker control either $\tilde{\tau}$ or $\tilde{Y}$, where

$$\tilde{\tau} = \tau + u_{\tau}, \quad \tilde{Y} = Y + u_Y,$$

and the $u$’s are independent Gaussian shocks, orthogonal to $\theta$, and unpredictable by both the policymaker and the private agents. Instrument communication now amounts to announcing and committing to a value for $\tilde{\tau}$, whereas target communication amounts to announcing and committing to a value for $\tilde{Y}$.
By combining the above with condition (1), we infer that, under both communication modes, the following restriction has to hold:

\[ \hat{Y} = (1 - \alpha)\check{\tau} + \alpha K + \check{u}, \]

where

\[ \check{u} \equiv -(1 - \alpha)u_{\tau} + u_{\check{Y}}. \]

At the same time, because the \( u \)'s are unpredictable, the best response of the agents can be restated as

\[ k_i = (1 - \gamma)E_i[\check{\tau}] + \gamma E_i[\hat{Y}]. \]

This maps directly to the version with unobserved shocks just discussed above if we simply reinterpret \( \check{\tau} \), \( \hat{Y} \), and \( \check{u} \) as, respectively, the actual tax rate, the actual level of output, and the unobserved output shock.

To sum up, the presence of unobserved shocks and measurement error can tilt the optimal strategy of the policymaker one way or another in manners already studied in the literature that has followed the lead of Poole (1970). This, however, does not interfere with the essence of our paper’s main message regarding the choice of a communication strategy as a means for regulating the impact of strategic uncertainty and the bite of the considered forms of bounded rationality.

D Inattention vs. Distorted Reasoning

Our main analysis allows people to imperfectly reason about equilibrium, which is the friction of interest, but abstracts from the possibility that people are inattentive to forward guidance. In this appendix, we accommodate this possibility and study how it matters, or does not matter, for our paper’s lessons. In particular, we show that our main result (Theorem 1) remains intact if we let people be rationally inattentive and maintain our working hypothesis that the policymaker aims at getting the economy as close as possible to the rational-expectations outcome. But we also explore what happens away from this case.

D.1 Implementability and distortions

We start with a reduced-form specification that let us flexibly incorporate both inattention and imperfect equilibrium reasoning. A specific micro-foundation in terms of information and priors will be provided in the next subsection.

Maintain that higher-order beliefs have the structure from Section 4, or

\[ \bar{E}^h[X] = \lambda^{h-1}\bar{E}[X], \]

for some \( \lambda \in (0, 1] \) and all \( h \geq 2 \). But now let first-order beliefs satisfy

\[ \bar{E}[X] = qX, \]

for some parameter \( q \in (0, 1] \). Our analysis so far is nested by \( q = 1 \). Inattention, rational or not, is introduced by letting \( q < 1 \). Alternatively, \( q < 1 \) can be interpreted as the main specification of “sparsity” employed in Gabaix (2014) and Gabaix (2019).
Behavior is still determined by the solution to the following game:

\[ k_i = \mathbb{E}_i [(1 - \delta_X)X + \delta_X K], \]

with \( X \in \{ \tau, Y \} \) depending on the mode of communication. Aggregating this and replacing \( \bar{\mathbb{E}}[X] = q \), we get

\[ K = (1 - \delta_X)qX + \delta_X \bar{\mathbb{E}}[K], \]

which makes clear that aggregate behavior depends, not only on the average beliefs of \( K \), but also on the average belief of \( X \), which now moves less than to one-to-one with \( X \) insofar as \( q < 1 \). That said, the following property still holds:

\[ \bar{\mathbb{E}}[K] = \lambda K. \]

This makes clear that \( \lambda \) alone pins down the perceived responsiveness of others relative the truth.

Proposition 3 readily extends modulo the following change in the slopes of the implementability constraints:

\[ \mu_\tau = \left(1 - \alpha + \frac{1 - \alpha \gamma}{1 - \alpha \gamma \lambda} \alpha q\right)^{-1} \quad \text{and} \quad \mu_Y = \frac{1 - \alpha + \alpha (1 - \gamma) \lambda - \alpha (1 - \alpha \gamma) q}{(1 - \alpha)(1 - \alpha + \alpha (1 - \gamma) \lambda)}. \]

(41)

Instrument communication necessarily produces attenuation, or \( \mu_\tau > 1 \), because both frictions (\( q < 1 \) and \( \lambda < 1 \)) work in the same direction. By contrast, the case for target communication is ambiguous (\( \mu_Y \leq 1 \)), because the amplification induced by rigid higher-order beliefs (\( \lambda < 1 \)) opposes the attenuation induced by inattention (\( q < 1 \)). Which effect dominates depends on the belief parameters (\( q, \lambda \)) and the GE feedback \( \gamma \), because the last interacts with rigid higher-order beliefs as explained in our main analysis.\(^{55}\)

Finally, note that \( \mu_\tau = \mu_Y \) if and only if \( q = \lambda \). In this knife-edge case, agents’ perception of all variables, communicated directly or not, is uniformly dampened by a single parameter and, as a result, we recover irrelevance of the instrument-versus-target choice. We allude to this fact in our discussion of clarity and confidence in Section 7.2—a model with “plain” inattention does not capture our desired feature of relaxing the most essential property of (full information) rational expectations equilibrium, which is the interchangeability of different objects that appear in the equilibrium allocation.

D.2 A signal extraction model

To provide some more specific structure for what \( q \) and \( \lambda \) mean as independent parameters, consider the following model of inattention with a behavioral twist. Let the announcement \( X \) be Gaussian with mean 0 and known variance \( \sigma_X^2 \).\(^{56}\) Each agent, because of their inattention, observes in effect a noisy signal \( s_i = X + u_i \), where \( u_i \) is idiosyncratic Gaussian noise with mean 0. Agent \( i \) perceives \( u_i \) to have variance \( \omega_i^2 \); the noise actually has variance \( \xi^2 \), where \( \xi \) may or may not be the same as \( \omega \) depending on whether the

\(^{55}\)Indeed, attenuation is obtained with target communication (i.e., \( \mu_Y > 1 \)) if and only if \( q < \bar{q}(\lambda, \gamma) \equiv \frac{1 - \alpha (1 - \gamma) \lambda}{1 - \alpha \gamma} \). The threshold \( \bar{q} \) is increasing in both \( \lambda \) and \( \gamma \), always exceeds \( \lambda \), and reaches 1 when either \( \lambda = 1 \) or \( \gamma = 1 \).

\(^{56}\)This property will be maintained in the policy problem we consider if the underlying shock \( \theta \) is Gaussian with known variance, because \( X \) is itself proportional to \( \theta \) in equilibrium.
agent has the correct prior about his cognitive capacities. It follows, from simple signal-extraction math, that the agent’s own expectation of $X$ is

$$E_i[X] = \frac{\sigma_X^2}{\sigma_X^2 + \omega^2} (X + u_i).$$

This expression, averaged and then mapped to the reduced-form model for average expectations introduced in the previous subsection, gives $\bar{E}[X] = qX$ with

$$q \equiv \frac{\sigma_X^2}{\sigma_X^2 + \omega^2}.$$ 

When agents perceive their internal representations to have more noise (i.e., $\omega^2$ is higher), $q$ becomes smaller and first-order beliefs are more attenuated. Note that there is no direct role for the actual noise variance $\xi^2$ in determining the mean belief, which is sufficient for characterizing implementable allocations. Nonetheless, we can also define a “rational” signal-to-noise ratio, or

$$q^* \equiv \frac{\sigma_X^2}{\sigma_X^2 + \xi^2},$$

which is a benchmark to which we can compare the actual outcome whenever subjective perceptions diverge from reality. When agents over-estimate their cognitive capacities or the precision of their information, $\omega^2 < \xi^2$ and $q > q^*$. When they make the opposite mistake, $\omega^2 > \xi^2$ and $q < q^*$.

The above completes the description of how agents think about themselves. Let us now turn to how they think about others. Agent $i$ perceives any other agent $j$ to receive a signal of the form $X + u_j$, where $u_j$ has mean 0 and variance $\tilde{\omega}^2$, which again may not equal the true variance $\xi^2$. Agent $i$ believes further that agent $j$ will associate variance $\tilde{\omega}^2$ with the signals of agents $k \neq j$, and so forth. It is simple to show that second-order beliefs thus satisfy

$$E_i[E_j[X]] = E_i \left[ \frac{v^2}{v^2 + \tilde{\omega}^2} (X + u_j) \right] = \left( \frac{v^2}{v^2 + \tilde{\omega}^2} \right) E_i[X]$$

Averaging and iterating this argument, we get $\bar{E}^h[X] = \lambda^{h-1} \bar{E}[X]$ with

$$\lambda \equiv \frac{v^2}{v^2 + \tilde{\omega}^2}.$$ 

This scalar therefore depends exclusively on what each agent perceives to be the quality of others’ information.

Note now that $q \in (0, 1)$ and $\lambda \in (0, 1)$ are guaranteed respectively by $\omega^2 > 0$ and $\tilde{\omega}^2 > 0$, or positive perceived variances. The case $q > \lambda$ is guaranteed by $\omega^2 < \tilde{\omega}^2$, or a given agent believing he is more informed and/or attentive than the average other agent. The opposite case, $q < \lambda$, is associated with the opposite, or a given agent’s belief that others are more likely to be paying attention.

The canonical noisy rational expectations case is nested for $\tilde{\omega}^2 = \omega^2 = \xi^2$, or $\lambda = q = q^*$. But $\omega^2 = \tilde{\omega}^2$, or $\lambda = q$, alone is necessary for a model that, in terms of the equivalence between instrument and target communication irrelevance outcomes, is isomorphic to the noisy rational-expectations model.
Going back to the analysis of the previous subsection, recall that the implementability constraints depend only on \( q \) and \( \lambda \), not on \( q^* \). This is because, in a linear model such as ours, the actual level, or the value of \( q^* \), does not matter at all for the positive properties of aggregate behavior; what matters is only people's subjective view of the world. But as we explain below, \( q^* \) matters for judging the normative implications of any given behavior.

D.3 Rational inattention or “one-distortion case”

Our baseline analysis and the loss function (3) compared all allocations to the full-information, rational-expectations allocation. This may not be appropriate in an environment with rational inattention, as in Sims (2003) and large follow up literature. Angeletos and Sastry (2019) show that the introduction of such inattention alone does not upset the Welfare Theorems: there is no policy that can improve upon market outcomes. Angeletos and La’O (2018) find a related result in a business-cycle model that allows dispersed private information be the source of both nominal and real friction.

The basic intuition is that there is no good reason for the policymaker to try to correct people's behavior if any “friction” in it is merely the product of the agents’ optimal use of limited information or limited cognitive capacity. To capture this idea in reduced form, we now consider an altered policy problem that is “re-centered” around the rational expectations equilibrium (i.e., the one with correct perceptions of the noise variance).

Let us first consider the simplest such case, in which mis-perception of others’ variance is the only behavioral distortion. This means \( q = q^* \), or agents correctly perceive their own variance, but \( \lambda \neq q = q^* \), or agents mis-perceive others’ variance. Let \( \mu_{\text{in}} \) be the slope of the implementability constraint in a counterfactual world in which \( \lambda = q = q^* \). Re-centering the policymaker's objective around this reference point amounts to the following modification of the loss function:

\[
L(\tau, Y, \theta) \equiv (1 - \chi) (\tau - \theta)^2 + \chi (Y - \theta / \mu_{\text{in}})^2.
\]

This problem features only one distortion, relative over or under confidence, and thus resembles our baseline policy problem with a new “center point.” Given this adjustment in the relevant benchmark for optimality, we can prove that our main result is once again generic for \( \lambda \neq q \):

**Proposition 16.** Assume the combination of first and higher-order uncertainty described above and a policy objective that treats the noisy rational expectations equilibrium as the first-best. For \( q \leq 1 \) and \( \lambda \neq q \), there exists some critical threshold \( \hat{\gamma} \in [0,1) \) such that target communication is strictly preferred for \( \gamma > \hat{\gamma} \).

This result, and all others in this section, are proved in a final subsection. The result intuitively “re-isolates” our main friction of interest as the only source of distortion.

D.4 Irrational inattention or “two-distortion case”

Let us now consider a situation in which there is a second competing distortion induced by irrational inattention or some other “wedge” in first-order beliefs.
A first path forward for evaluating optimal policy is to treat inattention and the behavioral bias as joint sources of inefficiency. This is tantamount to evaluating $\mu_{in}$ in (42) with $q^* = 1$, or continuing to use the original objective (3). Provided $\lambda < q$, the paternalistic planner again uses a threshold strategy:

**Proposition 17.** Let $c(\gamma) \equiv |\mathcal{A}^* = \mathcal{A}_{\gamma}|$ be a 0 or 1 indicator for using target communication. For $\lambda < q \leq q^* = 1$, $c(\gamma)$ weakly increases on the domain $[0, 1]$.

In this case, target communication may be preferred on the entire domain. This has the opposite intuition from the previous result: some over-reaction in GE reasoning helps offset the attenuation from incomplete information.

Note that the previous two propositions do not cover the case of $q < \lambda < q^* = 1$, with agents believing they are “worse than average.” In such a case, the considerations of canceling out the friction in higher-order reasoning and “fighting” the wedge in first-order beliefs do not stack with one another. Instead, there is now room for the familiar second-best logic of using one distortion to fight another.

Next, consider the case of $q^* < 1$ but $q > q^*$. There is optimally some inattention, but agents over-perceive the precision of their own signals. As discussed later, the empirical evidence in Kohlhas and Broer (2018) and Bordalo et al. (2018) supports such a case in the data. We now consider a policy problem with the objective 42, but with $\mu_{in}$ evaluated at $q = q^*$ and $\lambda = q^*$. In such a case, we can show that if $\lambda < q$ our result extends in the following sense:

**Proposition 18.** Let $c(\gamma) \equiv |\mathcal{A}^* = \mathcal{A}_{\gamma}|$ be a 0 or 1 indicator for using target communication. For $\lambda < q \leq 1$ and $q^* < q$, $c(\gamma)$ weakly increases on the domain $[0, 1]$.

**Empirical (and psychological) context.** The combination of the evidence provided in Bordalo et al. (2018), Coibion and Gorodnichenko (2012, 2015), Coibion et al. (2018), Fuhrer (2012), Kohlhas and Broer (2018), and Kohlhas and Walther (2018) from various surveys of macroeconomic forecasts rejects the the representative-agent, rational-expectations benchmark. Much of this evidence concentrates on professional forecasters, but some of it covers firms and consumers as well. Notwithstanding the difficulty of extrapolating from such broad-scope evidence to the specific counterfactual studied in our paper, we now explain why this evidence points towards the following combination of parameters, which (per Proposition 18) suffices for our main result to survive even when inattention is irrational:

- $q < 1$, meaning that people are inattentive or imperfectly informed;
- $q^* < q$, meaning that people over-estimate the precision of their information relative to the truth; and
- $\lambda < q$, meaning that people under-estimate the precision of others’ information relative to their own.

The first property is documented in Coibion and Gorodnichenko (2012, 2015) by showing that average forecasts under-react to news. These papers also offer a structural interpretation of this fact in terms of models with dispersed noisy information and rational expectations, along the lines of Morris and Shin (2002) and Woodford (2003). But they do not contain any evidence that would help support this hypothesis.
against the richer alternative. That is, they presume $q = \lambda = q^* < 1$, but the provided evidence actually only proves $q < 1$ and $\lambda < 1$, leaving the $q - \lambda$ gap and the value of $q^*$ free. Accordingly, Gabaix (2019) interprets the same fact as evidence of a certain form of irrational inattention, or in terms of a model where $q < 1$ but $q^* = 1$.

This ambiguity is resolved by the combination of Bordalo et al. (2018) and Kohlhas and Broer (2018). These papers provide evidence that, whereas forecast errors are positively related to past forecast revisions at the aggregate level (as originally shown in Coibion and Gorodnichenko, 2015), they are negatively related at the individual level.

The second fact, by itself, rejects rational expectations: with rational expectations, an individual's forecast error cannot be forecastable by his own past information. Furthermore, the sign of the documented bias points towards individual over-reaction to own information. Kohlhas and Broer (2018) attribute such over-reaction to the tendency of an individual to think that his information is more precisely than it actually is (“absolute over-confidence”). In the language of the simple model presented above, this means $q > q^*$. Bordalo et al. (2018) propose a variant explanation, based on “representativeness bias,” which though works in essentially the same way and, for our purposes, can also be captured by $q > q^*$.

To match the first fact, or the under-reaction of the average forecasts, it is then necessary to have dispersed noisy information. To understand why, recall that this fact alone could be explained either by dispersed noisy information, as originally shown by Coibion and Gorodnichenko (2012, 2015) themselves, or by a bias that causes individual beliefs to under-react, as suggested by Gabaix (2019). But we just argued that the bias in individual beliefs, as evidenced in the second fact, is of the opposite kind. The two facts together therefore point towards the combination of over-confidence and dispersed noisy information, which in the language of the model presented above means $q^* < q < 1$.

Both Bordalo et al. (2018) and Kohlhas and Broer (2018) reach basically the same conclusion. Angeletos and Huo (2018) further clarify why information has to be not only noisy but also dispersed: the aforementioned facts together imply one agent’s forecast error is predictable by the another agent’s information. Angeletos and Huo (2018) also develop the precise mapping between these facts and a model that has a similar formal structure as our framework—and that adds various extra features that are needed for quantitative purposes, including richer micro-foundations, long horizons and learning dynamics, but are of course beyond the scope of our paper.

More importantly for the present purposes, Kohlhas and Broer (2018) provide a third fact, which points towards $\lambda < q$: individual forecasts over-react to consensus forecasts. This is consistent with the hypothesis that the typical individual under-estimates the information of others and is thus “relatively over-confident” in their own assessment. As mentioned in the main text, such a perception in being ”better than average” is described by psychologists in various contexts (see, for instance, Alicke and Govorun, 2005). In our context, it translates into a lack of confidence in other agents’ attentiveness to forward guidance, or $\lambda < q$.

Of course, the literature reviewed here may not be the final word on what the best structural interpretation of the available evidence on expectations is. Also, this evidence need not be directly importable to the context of interest. In particular, Garcia-Schmidt and Woodford (2019) and Farhi and Werning (2019) argue
that, because this was the first time the United States had hit the ZLB context and nobody could draw from past data to infer the GE effects of the various unconventional policies the Fed had to experiment with, people may have naturally resorted to introspection and deductive (iterative) reasoning, of the kind seen in experiments. If this argument is valid, it offers offers a more direct justification for our baseline analysis. Still, the evidence discussed above is complementary: not only it rejects the representative-agent, rational-expectations benchmark but also favors, within the extension presented in this appendix, the particular scenario of $\lambda < q$ and $q^* < q$, which in turn suffices for our main policy prescription to continue to hold (Proposition 18) despite the presence of confounding distortions.

D.5 Proofs

Proof of Proposition 16

Note first the following properties of $(\mu_{in}, \mu_\tau, \mu_Y)$, which can be verified by direct calculation:

1. $\mu_\tau = \mu_{in}$ when $\gamma = 0$, and $\mu_\tau > \mu_{in}$ when $\gamma \in (0, 1]$.
2. $\mu_Y = \mu_{in}$ when $\gamma = 1$, and $\mu_Y < \mu_{in}$ when $\gamma \in [0, 1)$.

Note finally that $\mu_Y > 0$ if and only if $\lambda > 1 + q - 1/\alpha$, which by the same argument provided in Lemma 5 is always true if we have specified $|\delta_Y| < 1$ for all $\gamma \in [0, 1]$. As with the main result, we will focus on such a case in the proof.

Assume that the policymaker’s objective function is given by (42), where $\mu_{in}$ defines the slope of the implementability constraint in the noisy rational expectations case of a given model (i.e., in which $\lambda$ is set equal to $q$).

The objective in terms of the message slope $r$ and the implementability slope $\mu$ is

$$(1 - \chi)(r - 1)^2 + \chi (r/\mu - 1/\mu_{in})^2$$

The optimal $r$ in closed-form, as a function of other parameters, is

$$r(\mu) = \frac{\chi \mu^2}{(1 - \chi)} + \frac{\mu}{\mu_{in}}$$

and the new objective function, in terms of $(\mu, \mu_{in})$, is a function $\ell_0$:

$$\mathcal{L} = \ell(\mu, \mu_{in}) = \chi (1 - \chi) \frac{(\mu - \mu_{in})^2}{\mu_{in}^2 (1 - \chi + \chi)}$$

Note that the derivative of the loss function $f$ with respect to $\gamma$ comes through two components, and is

$$\frac{\partial \ell}{\partial \gamma} = \frac{\partial \ell}{\partial \mu} \frac{\partial \mu}{\partial \gamma} + \frac{\partial \ell}{\partial \mu_{in}} \frac{\partial \mu_{in}}{\partial \gamma}$$

(44)

The two partial derivatives of $\ell$ are

$$\frac{\partial \ell}{\partial \mu} = 2(1 - \chi)(\chi) \frac{(\mu - \mu_{in})(\mu \mu_{in}(1 - \chi + \chi))}{\mu^2 (1 - \chi + \chi)^2}$$
which is positive if and only if \( \mu > \mu_{\text{in}} \), and

\[
\frac{\partial \ell}{\partial \mu_{\text{in}}} = -2(1 - \chi)(\chi) \frac{\mu}{\mu_{\text{in}}} \cdot \frac{(\mu - \mu_{\text{in}})}{\mu_{\text{in}}^2 (\mu^2 (1 - \chi) + \chi)}
\]

which is positive if \( \mu < \mu_{\text{in}} \).

Plugging the previous expressions into (44), we have that

\[
\frac{\partial \ell}{\partial \gamma} > 0 \quad \text{is positive if } \mu > \mu_{\text{in}} \text{ and } \frac{\partial \mu}{\partial \gamma} > \mu_{\text{in}} \frac{\mu^2 (1 - \chi) + \chi}{\mu_{\text{in}} (1 - \chi) + \chi} \frac{\partial \mu_{\text{in}}}{\partial \gamma}
\] (45)

or if \( \mu < \mu_{\text{in}} \) and

\[
\frac{\partial \mu}{\partial \gamma} < \mu_{\text{in}} \frac{\mu^2 (1 - \chi) + \chi}{\mu_{\text{in}} (1 - \chi) + \chi} \frac{\partial \mu_{\text{in}}}{\partial \gamma}
\] (46)

Finally, note that the partial derivative of \( \mu_{\text{in}} \) with respect to \( \gamma \) is

\[
\frac{\partial \mu_{\text{in}}}{\partial \gamma} = \frac{\alpha^2 (1 - q) \lambda}{(1 - \alpha + qa(1 - q))^2} > 0
\]

Monotonicity of loss with instrument communication. Note that the derivative of \( \mu_{\tau} \) in \( \gamma \) is given by

\[
\frac{\partial \mu_{\tau}}{\partial \gamma} = \frac{qa^2 (1 - \lambda)}{(1 - \alpha + qa(1 - \alpha \gamma) - \alpha \gamma \lambda (1 - \alpha))^2} > 0
\]

Consider first this case \( q > \lambda \) which entails \( \mu_{\tau} > \mu_{\text{in}} \). A looser version of (45) is

\[
\frac{\partial \mu_{\tau}}{\partial \gamma} > \left( \frac{\mu_{\tau}}{\mu_{\text{in}}} \right)^2 \frac{\partial \mu_{\text{in}}}{\partial \gamma}
\]

and this can be verified by “brute force”: the previous expression is

\[
\frac{(1 - \lambda)}{(1 - q)} > \frac{(1 - \lambda \alpha \gamma)^2}{(1 - q \alpha \gamma)^2}
\] (47)

Note that an upper bound for the right-hand-side is given for \( \gamma = 1 \), or

\[
\frac{(1 - \lambda)}{(1 - q)} > \frac{(1 - \lambda \alpha)^2}{(1 - q \alpha)^2}
\]

But this is guaranteed if we impose \( \alpha < 1/2 \), which was consistent with \( |\delta_{\gamma}| > -1 \) on the entire domain of study.

Now consider \( q < \lambda \). The loose version of (46) is

\[
\frac{\partial \mu_{\tau}}{\partial \gamma} < \left( \frac{\mu_{\tau}}{\mu_{\text{in}}} \right)^2 \frac{\partial \mu_{\text{in}}}{\partial \gamma}
\]

because for \( \mu_{\tau} < \mu_{\text{in}} \) the right-hand-side is a lower bound. From the exact same math of (47), the key condition is now

\[
\frac{(1 - \lambda)}{(1 - q)} < \frac{(1 - \lambda \alpha \gamma)^2}{(1 - q \alpha \gamma)^2}
\] (48)

which is satisfied for the exact same reason.

Together, these arguments suffice to show that in any case, \( \ell(\mu_{\tau}, \mu_{\text{in}}) \) increases in \( \gamma \). Note finally that this loss function is 0 at \( \gamma = 0 \), where \( \mu_{\tau} = \mu_{\text{in}} \), and strictly positive at \( \gamma = 1 \), where \( \mu_{\tau} \neq \mu_{\text{in}} \).
Monotonicity of loss with target communication. The derivative of $\mu_Y$ in $\gamma$ is given by

$$\frac{\partial \mu_Y}{\partial \gamma} = \frac{q \alpha^2 (1 - \lambda) (1 - \alpha + \alpha \lambda (1 - \gamma))^2}{(1 - \alpha + \alpha \lambda (1 - \gamma))^2} > 0$$

First consider $q > \lambda$, which entails $\mu_Y < \mu_{\text{in}}$. It is simple to show that (46) is never satisfied because $\frac{\partial \mu_Y}{\partial \gamma} > \frac{\partial \mu_{\text{in}}}{\partial \gamma}$, since

$$\frac{\partial \mu_Y}{\partial \gamma} = \frac{(1 - \lambda) (1 - \alpha + \alpha q (1 - \gamma))^2 \partial \mu_{\text{in}}}{(1 - q) (1 - \alpha + \alpha \lambda (1 - \gamma))^2 \partial \gamma} > \frac{\partial \mu_{\text{in}}}{\partial \gamma}$$

Next consider the case $q < \lambda$, which entails $\mu_Y > \mu_{\text{in}}$. Note that condition (45) is violated because

$$\frac{\partial \mu_Y}{\partial \gamma} = \frac{(1 - \lambda) (1 - \alpha + \alpha q (1 - \gamma))^2 \partial \mu_{\text{in}}}{(1 - q) (1 - \alpha + \alpha \lambda (1 - \gamma))^2 \partial \gamma} < \frac{\partial \mu_{\text{in}}}{\partial \gamma}$$

Together, these arguments suffice to show that $\ell(\mu_Y, \mu_{\text{in}})$ decreases in $\gamma$. Note finally that this loss function is 0 at $\gamma = 1$, where $\mu_Y = \mu_{\text{in}}$, and strictly positive at $\gamma = 0$, where $\mu_Y \neq \mu_{\text{in}}$.

Proving the threshold strategy. Given the monotonicities established above, proving the sought-after result—that target communication is optimal if and only if $\gamma > \hat{\gamma}$, for some $\hat{\gamma} \in (0, 1)$—requires only using continuity arguments like in the proof of Theorem 1.

Proof of Proposition 17

First, we note the monotonicity of $(\mu_\tau, \mu_Y)$ in $\gamma$. The derivative of $\mu_\tau$ with respect to $\gamma$ is

$$\frac{\partial \mu_\tau}{\partial \gamma} = \frac{1}{\mu_\tau^2} \frac{\alpha q (1 - \lambda)}{(1 - \alpha + \alpha \lambda (1 - \gamma))^2} > 0$$

and the derivative of $\mu_Y$ is

$$\frac{\partial \mu_Y}{\partial \gamma} = \frac{1}{\mu_Y^2} \frac{\alpha q (1 - \alpha)(1 - \lambda)}{(1 - q)(1 - \alpha + \alpha \lambda (1 - \gamma))^2} > 0$$

Next, we want to show that $\mu_\tau > \mu_Y$. The correct condition in terms of parameters is

$$\frac{1 + \frac{q \alpha (1 - \gamma)}{1 - \alpha} - \alpha q \frac{1 - \alpha \gamma}{1 - \alpha}}{1 - \alpha + \lambda \alpha (1 - \gamma)} \leq \frac{1 - \lambda \alpha \gamma}{(1 - \alpha)(1 - \lambda \alpha \gamma) + \alpha q (1 - \alpha \gamma)}$$

Given that $\mu_Y > 0$, which is guaranteed like just as in Lemma 5, the left denominator is positive. The other three terms are necessarily positive. Thus an equivalent statement, after cross-multiplying, is the following:

$$(1 - \lambda \alpha \gamma)(1 - \alpha + \lambda \alpha (1 - \gamma)) \geq \left(1 - \lambda \alpha \gamma + \frac{\alpha q (1 - \alpha \gamma)}{1 - \alpha}\right)(1 - \alpha + \lambda \alpha (1 - \gamma) - \alpha q (1 - \alpha \gamma))$$

Subtracting like terms from each side, and dividing by $\alpha > 0$, yields the following condition:

$$(q - \lambda)(1 - \alpha \gamma) \geq 0$$

Hence $q > \lambda$ and $\alpha \gamma < 1$ are a sufficient condition for $\mu_\tau > \mu_Y$, and either $q = \lambda$ or $\alpha \gamma = 1$ are a sufficient condition for $\mu_\tau = \mu_Y$. 78
Finally, let us return to the proof of optimality. It is straightforward to solve the expression for $\mu_Y$ for some $\gamma_Y(\alpha, \lambda, q) \in (0, 1]$ such that $\mu_Y|_{\gamma=\gamma_Y} = 1$. One can apply the argument in the proof of Theorem 1 to the loss functions $\mathcal{L}_\tau(\gamma)$ and $\mathcal{L}_Y(\gamma)$ on the domain $[0, \gamma_Y]$. There is some $\hat{\gamma} \in [0, \gamma_Y)$ where the functions cross.

For $\gamma \in (\gamma_Y, 1)$, we know that (i) $\mu_Y$ and $\mu_\tau$ both increase in $\gamma$ and (ii) $\mu_\tau > \mu_Y$. It is straightforward to deduce that $\mu_\tau > \mu_Y > 1$ for $\gamma > \gamma_Y$ (and hence $\mathcal{L}_Y < \mathcal{L}_\tau$), which shows the optimality of target communication and completes the proof.

**Proof of Proposition 18**

We proceed with the same parameter restriction assumed in the proof of Proposition 16. Note also that the same expressions for the loss functions, the partial derivatives thereof, and sufficient conditions for monotonicity of the loss function in $\gamma$ still apply.

Applying arguments from the proof of Proposition 16, it is simple also to show that $\mu_\tau > \mu_Y$ and $\mu_{in} > \mu_Y$ on this domain.

**Case 1: $q^* \leq \lambda < q$.** In this case, $\mu_\tau \leq \mu_{in}$ with equality only for $q^* = \lambda$ and $\gamma = 1$, verified by the direct calculation

$$\frac{1 - \alpha \lambda \gamma}{(1 - \alpha)(1 - \alpha \lambda \gamma) - q\alpha(1 - \alpha \gamma)} \leq \frac{1 - \alpha q^* \gamma}{1 - \alpha - q^* \alpha(1 - \gamma)}$$

(49)

In this case, we have $\mu_Y < \mu_t \leq \mu_{in}$, and all three increasing in $\gamma$. It follows that instrument communication always produces less loss and is preferred on the entire domain $\gamma \in [0, 1]$. To see this, note that for $\mu < \mu_{in}$, the loss function is decreasing in $\mu$.

**Case 2: $\lambda < q^* \leq \frac{q}{1 + \alpha(q - \lambda)} < q$.** Re-arrangement of (49), with this condition, again shows $\mu_\tau \leq \mu_{in}$ with equality only at $\gamma = 1$ and $q^* = \frac{q}{1 + \alpha(q - \lambda)}$. Again, instrument communication is preferred on the entire domain.

**Case 3: $\frac{q}{1 + \alpha(q - \lambda)} < q^* < q$ and $\lambda < q^*$.** In this final case, there exists a $\tilde{\gamma}$ such that $\mu_\tau > \mu_{in}$ for $\gamma > \tilde{\gamma}$ and $\mu_t \leq \mu_{in}$ for $\gamma \leq \tilde{\gamma}$. The previous argument applies to show the optimality for instrument communication for $\gamma \leq \tilde{\gamma}$. For $\gamma > \tilde{\gamma}$, we want to show that the loss for instrument communication strictly increases and the loss from target communication strictly decreases.

From the proof of Proposition (16), a sufficient condition for the first is that

$$\frac{\partial \mu_\tau}{\partial \gamma} \left( \frac{\mu_\tau}{\mu_{in}} \right)^2 \frac{\partial \mu_{in}}{\partial \gamma}$$

This condition simplifies to

$$\frac{q}{q^* (1 - q^*)} > \frac{(1 - \lambda \gamma)^2}{(1 - q^* \alpha \gamma)^2}$$

Taking a lower bound on the left (with $q/q^* \geq 1$) and an upper bound on the right (evaluating at $\gamma = 1$) gives
\[
\frac{(1 - \lambda)}{(1 - q^*)} > \frac{(1 - \lambda \alpha)^2}{(1 - q^* \alpha)^2}
\]

which, as used in the proof of Proposition 16, will always hold for \( \lambda < q^* \) and \( \alpha < 1/2 \). Thus we have shown that \( \mathcal{L}_I(\gamma) \), the loss function associated with instrument communication, strictly increases for \( \gamma > \bar{\gamma} \).

Next, a sufficient condition for \( \mathcal{L}_Y(\gamma) \), the loss function from target communication, to decrease for \( \gamma > \bar{\gamma} \) is \( \frac{\partial \mu_Y}{\partial \gamma} > \frac{\partial \mu_{in}}{\partial \gamma} \). By direct calculation,

\[
\frac{\partial \mu_Y}{\partial \gamma} = \frac{q}{q^* (1 - q^*)} \frac{(1 - \alpha + \alpha q^* (1 - \gamma))^2}{(1 - \alpha + \alpha \lambda (1 - \gamma))^2} \frac{\partial \mu_{in}}{\partial \gamma} > \frac{\partial \mu_{in}}{\partial \gamma}
\]

so this is always true.

We have thus established that the difference in loss between target and instrument communication, or \( \Delta \equiv \mathcal{L}_Y(\tau) - \mathcal{L}_I(\tau) \), decreases in \( \gamma \) for \( \gamma > \bar{\gamma} \).

Let the choice of target communication be a 0 or 1 indicator variable, \( c \equiv \mathbb{I}(\mathcal{A}^* = \mathcal{A}_Y) = \mathbb{I}(\Delta < 0) \). \( c \) weakly decreases in \( \Delta \), so the choice of target communication weakly increases in \( \gamma \) for \( \gamma \in (\bar{\gamma}, 1) \). Because \( c = 0 \) for any \( \gamma \in [0, \bar{\gamma}] \), this completes the proof that \( c \) weakly increases in \( \gamma \) in \([0, 1]\).