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Abstract
We estimate how the marginal utility of consumption varies with health. To do so, we develop a simple
model in which the impact of health on the marginal utility of consumption can be estimated from
data on permanent income, health, and utility proxies. We estimate the model using the Health and
Retirement Study’s panel data on the elderly and near-elderly, and proxy for utility with measures
of subjective well being. Across a wide range of alternative specifications and assumptions, we
find that the marginal utility of consumption declines as health deteriorates, and we are able to
clearly reject the null of no state dependence. Our point estimates indicate that a one standard
deviation increase in the number of chronic diseases is associated with a 10%-25% decline in the
marginal utility of consumption relative to this marginal utility when the individual has no chronic
diseases. We present some simple, illustrative calibration results that suggest that state dependence
of the magnitude we estimate can have a substantial effect on important economic problems such
as the optimal level of health insurance benefits and the optimal level of life-cycle savings.
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1. Introduction

It has long been recognized that a dependence of the shape of the utility function on health status has implications for a range of important economic behaviors (e.g., Zeckhauser 1970, Arrow 1974). Yet it is standard practice in applied work to assume that the shape of the utility function does not vary with health. State independence is routinely assumed by papers that estimate the demand for (or value of) health-related insurance products such as acute health insurance (e.g., Feldstein 1973, Feldman and Dowd 1991), long-term care insurance (e.g., Brown and Finkelstein 2008), annuities (e.g., Mitchell et al. 1999, Davidoff, Brown, and Diamond 2005), or disability insurance (e.g., Golosov and Tsyvinski 2006). State independence is also assumed in modeling the demand for health care (e.g., Hall and Jones 2007), and in calibrations of individuals’ optimal life-cycle savings (e.g., Engen, Gale, and Uccello 1999, Scholz, Seshadri, and Khitratrakun 2006), although there are some important exceptions (e.g., French 2005, De Nardi, French, and Jones 2010). Yet even a moderate amount of state dependence can have a substantial effect on the conclusions of such calculations. Moreover, not only the magnitude but also the sign of any potential state dependence is a priori ambiguous. On the one hand, the marginal utility of consumption could decline with deteriorating health, as many consumption goods—such as travel—are complements to good health. On the other hand, the marginal utility of consumption could increase with deteriorating health, as other consumption goods—such as prepared meals or assistance with self-care—are substitutes for good health.

Despite the potential importance, there has been relatively little empirical work on how the marginal utility of consumption varies with health. This presumably reflects the considerable empirical challenges involved in constructing credible estimates. We begin our paper with a discussion of possible empirical approaches for estimating state dependence and their limitations.

In this paper, we adopt an approach in which we examine how the difference in individual utility between healthy and sick states of the world varies with consumption. If the difference in utility increases with consumption (as in Figure 1A), we infer that the marginal utility of consumption declines as health deteriorates, a phenomenon we refer to as negative state dependence. By contrast, if the difference in utility declines with consumption (as in Figure 1B), we conclude that marginal utility increases as health deteriorates (positive state dependence). Moreover, the magnitude of the change in the difference in utility across health states by consumption level allows us to quantify the magnitude of any state-dependent utility.

There are two key practical challenges to implementing this conceptually straightforward approach. First, data with broad-based consumption measures are notoriously scarce. We therefore develop a model of optimizing behavior that allows us to infer, under conditions which appear to be empirically valid, how marginal utility of consumption varies with health status from estimates of how marginal utility of permanent income (which is more widely available) varies with health status. Second, the approach requires a valid proxy for utility. In our context, a valid proxy is one
whose signal-to-noise ratio is high enough to detect any true state dependence, and that is not contaminated by measurement error that varies with health differentially by permanent income. Our baseline utility proxy is a measure of subjective well-being (SWB), specifically whether or not the individual agrees with the statement “Much of the time during the past week I was happy.”

Economists, rightly, tend to be skeptical about the use of SWB measures. However, as we discuss in detail in what follows, most of the well-known issues would tend to decrease the precision of our estimates without biasing the coefficients. We also thoroughly investigate the concern that our estimates could be biased due to systematic errors in our assumed mapping from latent von Neumann–Morgenstern utility to measured SWB; we conclude that such errors are unlikely to be driving our estimates and provide some intuition for why this potential type of bias should not be a concern in practice in our particular setting.

We implement our approach using the Health and Retirement Study’s (HRS) panel data of a representative sample of the elderly and near-elderly in the United States. We estimate the effect of chronic disease on the marginal utility of nonmedical
consumption, evaluated at a constant level of nonmedical consumption. To minimize
the effect of health on nonmedical consumption—and hence estimated marginal
utility—through changes in labor income or because of medical expenses, we restrict
our sample to individuals without labor income and with medical insurance; we also
discuss the adjustment needed to our estimate to account for any change in nonmedical
consumption.

Across a wide range of alternative specifications and assumptions, we find
statistically significant evidence that the marginal utility of consumption declines
as health deteriorates. The point estimates of our baseline specifications indicate
that, relative to marginal utility of consumption when the individual has no chronic
diseases, a one-standard-deviation increase in an individual’s number of chronic
diseases is associated with a 10%–25% decline in marginal utility. The point estimates
of alternative specifications generally also fall in this range, but not in every case.1
In short, our paper provides clear evidence on the sign of state dependence but leaves
considerable uncertainty on its exact magnitude.

While our main estimates are based on regression specifications that we derive
from a model of optimal consumption and health expenditure choices, the key empirical
finding can be illustrated by a simple figure that is the empirical analogue of Figure
1. We take all individuals in our baseline sample who transition from above-median
health status ("good health") to below-median health status ("poor health"), and group
them into tertiles according to their permanent income, which we use as a proxy
for consumption for this illustration. Figure 2 plots the percentage reporting to be
happy by health status and permanent-income tertiles. Note that, by construction, the
mean happiness of those in good health and the mean happiness of those in poor
health are calculated using the same set of individuals within each income tertile,
so changes in mean happiness by permanent-income tertile are based on within-
individual comparisons. The figure illustrates that mean happiness drops more after a
deterioration in health for those with higher permanent incomes than those in lower
income groups. In other words, there is negative state dependence—the gradient of
happiness with respect to permanent income becomes lower when health deteriorates.

To illustrate the potential implications of state dependence, we examine the impact
of our estimates for the optimal levels of health insurance benefits and life-cycle
savings. The results from simple calibration exercises suggest that, relative to a state-
independent benchmark, accounting for our estimate of state dependence lowers the
optimal share of medical expenditures reimbursed by health insurance by about 20 to
45 percentage points and lowers the optimal fraction of earnings saved for retirement
by about 3 to 5 percentage points. Of course, considerable caution should be exercised
in using the results of our extremely stylized calibrations. Nonetheless, at a basic level,

---

1. In particular, estimates for state dependence are considerably smaller in magnitude for two alternative
measures of subjective well-being, though these estimates are not statistically significantly different from
our baseline estimates. In addition, the magnitude and significance of the estimates for state dependence
are sensitive to the inclusion of other interactions with permanent income, though they are not statistically
significantly different from our baseline estimates.
FIGURE 2. The impact of health on happiness by income tercile. Sample consists of all 12,047 individual-wave observations in our baseline HRS sample (age ≥ 50, not in labor force, with health insurance) who transition from good health (less than the median number of chronic diseases of two or more chronic diseases). Happy is a dummy variable for the respondent agreeing to the statement “Much of the time during the past week I was happy.” Error bars denote 95% confidence intervals.

they underscore the likely substantive importance of the state dependence that we detect.

The rest of the paper proceeds as follows. Section 2 describes the main options for estimating state-dependent utility. Section 3 presents our approach. Section 4 presents our main results. Section 5 discusses potential threats to our identifying assumptions. Section 6 presents some simple numerical calculations that help gauge the magnitude of our estimate of state dependence. The last section concludes.

2. Approaches to Estimating the State Dependence of the Utility Function

There are two broad classes of possible approaches to estimating health-state dependence. One class of approaches is based on individuals’ revealed demand for moving resources across health states. For example, health insurance demand—with its associated state-dependent payoff stream—would seem to be a natural way

2. We offer a more detailed discussion of these possible approaches in Finkelstein, Luttmer, and Notowidigdo (2009).
to infer state dependence. In practice, however, inferences about state dependence based on health insurance demand would be sensitive to assumptions about other parameters of the utility function that affect insurance demand, such as risk aversion. This may pose challenges given the wide range of estimates of risk aversion in the literature (see, e.g., Cohen and Einav 2007). Another practical difficulty is that moral hazard issues presumably preclude the offering of health insurance policies that pay out more than medical expenditures; thus if marginal utility increases as health deteriorates, this could be difficult to uncover from estimates based on health insurance demand.

A related approach would be to try to infer state dependence from information on how the time profile of consumption varies across otherwise identical individuals with different health trajectories; optimizing individuals will adjust their consumption path to increase consumption in periods when marginal utility is high and decrease it in periods when marginal utility is low. Conceptually, the most attractive way to implement this approach would be to compare the consumption profiles of otherwise identical individuals who differ in their expected future health. But in practice, we know of no dataset with information on consumption and in which expected future health differs for currently similar individuals. Alternatively, one could examine how consumption responds to unexpected health shocks. However, a key limitation to such an approach is that, since the life-cycle budget constraint must be satisfied (resources must be consumed or left to the next generation), any inference about even the existence and sign of state dependence (let alone the magnitude) will be sensitive to what is assumed about bequest motives. At a practical level, there is a marked lack of consensus on how to model bequest motives, and the choice of model can have a profound effect on the inference about state dependence drawn from the consumption trajectory. For example, if we assume that individuals receive no utility from bequests (e.g., all observed bequests are accidental as in, for instance, Abel 1985), then an individual with state-dependent utility who experiences a permanent health shock will not change her level of consumption because the only thing on which she can spend her remaining lifetime income is consumption. In contrast, if intentional bequests are allowed, an unexpected permanent health shock can affect consumption even when utility is not state dependent. For example, in the strategic bequest model of Bernheim, Shleifer, and Summers (1985), if utility from seeing your children increases when your health declines, you may want to consume less (and thus bequeath more) when you receive an unexpected negative health shock.3

The second broad class of approaches is to estimate how the within-individual utility change associated with a health shock varies across individuals of different

3. Despite these obstacles, Lillard and Weiss (1997) pursue just such an approach. They build a structural model of consumption in which they make the key assumption that marginal utility of consumption depends on health but the marginal utility of bequests does not. Inferring consumption from panel data on asset changes and income flows in the Retirement History Survey, they compare consumption paths across individuals who vary in their predicted probability of entering poor health (based on different demographic characteristics such as education and wealth). They estimate that the marginal utility of consumption rises as health decreases.
consumption levels or resources. This is the approach we adopt, and the next section describes in detail how we operationalize it. Of course also has its limitations, which we discuss in detail in what follows. However, given the formidable obstacles to the revealed demand approach, we believe that it offers a valuable and complementary avenue for obtaining estimates of state-dependent utility.

In a series of papers, Viscusi and co-authors pursue a very different version of this general type of approach. They survey individuals regarding how much money they would require to compensate them for hypothetical exposure to specific health risks, and examine how these self-reported compensating differentials vary with income. This approach has yielded a wide range of estimates, from those indicating no state dependence (Evans and Viscusi 1991), to estimates suggesting that marginal utility in the diseased state is just 8% of the marginal utility in the healthy state (Sloan et al. 1998), as well as intermediate estimates (Viscusi and Evans 1990).

3. Empirical Approach

Figure 1 illustrated the intuition behind our empirical approach: if sickness causes a larger decline in utility for individuals with higher consumption than for individuals with lower consumption, the utility curve for good health must be steeper than the one for poor health, which means that the marginal utility of consumption falls in poor health. Conversely, if the drop in utility is smaller at higher levels of consumption, the marginal utility of consumption increases in poor health. If we could observe information on health, consumption, and a proxy for utility, we could simply regress the utility proxy on consumption, health, and the interaction of consumption and health, and the coefficient on the interaction term would give an estimate of state-dependent utility. In practice, however, we know of no panel dataset with sufficient sample size that contains information on consumption, health, and utility proxies. We therefore use the Health and Retirement Study (HRS), a nationally representative panel of the elderly and near-elderly, which contains data on permanent income, health, and utility proxies.

We outline a model of optimizing consumption behavior that yields conditions under which we can infer how marginal utility of consumption varies with health status from empirical evidence on the relationship between permanent income, health, and utility proxies. The key requirement is that wealth in the sick state is pre-determined, meaning that health shocks do not lead to changes in wealth. This requirement guides our selection of a baseline sample limited to individuals who are not in the labor force.

---

4. The range of estimates may reflect the different populations and diseases studied, as well as different assumptions regarding the coefficient of relative risk aversion (i.e., how the marginal utility of income changes with income), which determines how the empirical estimate of the relationship between income and the size of the compensating differential is translated into a relationship between income and the marginal utility of health.
(so that health shocks do not have a first-order effect on income). We investigate potential threats to the validity of this assumption in Section 5.2.

3.1. Theoretical Framework and Estimating Equation

We build a parsimonious two-period model in which optimizing individuals take account of how marginal utility of consumption depends on health in choosing both their time-path of consumption and the allocation of their consumption between nonhealth consumption and health services. For expositional ease, we assume that health is binary. All individuals are healthy ($S = 0$) in the first period and have probability $p$ of falling ill ($S = 1$) in period 2. We adopt the Epstein–Zin (1989) and Weil (1990) formulation of preferences in order to allow the intertemporal elasticity of substitution (IES) and the level of risk aversion to vary independently. Therefore, lifetime utility aggregates first-period nonhealth consumption $C_1$ and expected second-period utility according to

$$U = \frac{1}{1 - \gamma} C_1^{1-\gamma} + \frac{1}{1 + \beta (1 - \gamma) E_1[U_2]} (1 - \gamma)^{\gamma (1 - \gamma)};$$  \hspace{1cm} (1)

where $\gamma$ denotes the coefficient of relative risk aversion, $\beta$ is the elasticity of intertemporal substitution, and $\beta$ denotes the discount rate. We assume that $\gamma \geq 0$ and $\beta \geq 0$. $E_1[U_2]$ is the expectation of utility in period 2 from the perspective of period 1. Second-period utility is stochastic from the perspective of period 1 because of uncertainty about one’s future health state. Second-period utility is given by

$$U_2 = (1 + \gamma S) \frac{1}{1 - \gamma} C_2^{1-\gamma} + S \mathcal{G}(H);$$  \hspace{1cm} (2)

where $C_2$ denotes second-period nonhealth consumption, $\mathcal{G}$ denotes consumption of health services, and $S$ is the indicator of sickness. The second-period utility function is a standard CRRA utility function for healthy individuals. Sickness affects second-period utility in two ways. First, sickness multiplies the marginal utility of second-period consumption by a factor of $(1 + \gamma S)$. The objective of our empirical analysis is to recover an unbiased estimate of $(1 + \gamma S)$. Second, only sick individuals derive utility.

5. We further limit the sample to individuals with health insurance. We do this to minimize the size of the adjustment that we have to make to our estimate to account for changes in nonmedical consumption caused by out-of-pocket medical expenses. Because this adjustment also depends on the coefficient of relative risk aversion, our estimate is less sensitive to assumptions about the coefficient of relative risk aversion for fully insured individuals.

6. In addition, we will allow the rate of return on savings to be stochastic in our calibration exercise in Section 6. However, we treat the rate of return on savings as nonstochastic here to obtain a closed-form solution.

7. Sickness may also have a direct effect on the level of utility. We abstract from this in the theoretical model to simplify the exposition and to obtain closed-form solutions when $\gamma \neq 1$. Consistent with this assumption, in Section 6 we simulate the effects of our estimated state dependence on the marginal utility on savings or optimal insurance by normalizing the intercept of the second-period utility function such that health does not affect the level of utility. Of course, in the empirical analysis, we include a control for any direct effects of health on subjective well-being to ensure that our estimates are solely identified by the interaction of health and permanent income.
from health services, \( H \). We choose as our baseline functional form for \( g(H) \) a power function with exponent \( 1-b \), so \( g(H) = (1-b)^{-1} H^{1-b} \).

We assume that all individuals have health insurance that covers a fraction \( b \) of second-period health expenditures, with \( 0 \leq b \leq 1 \); this is financed by a tax rate on permanent income, \( Y \). In period 1, before the individual knows her future health status, the individual chooses how much of permanent income \( Y \) to consume in the first period and how much to save for the second period. In the second period, health is realized, and the individual chooses how to allocate her savings between nonhealth consumption and health services. The resulting budget constraint is

\[
Y(1-r) = C_1 + \frac{1}{1+r} (C_2 + (1-b)H);
\]

where \( r \) denotes the real interest rate.

We solve the model backwards. If the person is healthy in the second period (\( S = 0 \)), nonhealth consumption is simply equal to second-period wealth \( W = (1+r)(Y(1-r) - C_1) \), hence

\[
U_{2,S=0} = \frac{1}{1-r} W^{1-r};
\]

If the person is sick in the second period, she chooses nonhealth consumption and health services to solve

\[
\max_{C_2,H} U_2(C_2; H) = \max_{C_2,H} (1+r) \frac{1}{1-r} C_2^{1-r} + \frac{1}{1-r} H^{1-r}
\]

subject to: \( C_2 + (1-b)H = W \).

Conditional on being sick, the resulting optimal consumption and health services are given by

\[
C_2 = W^{1-r} \left(1 + \frac{1}{2} (1+1)^{-1} (1-b)^{-1} \right)
\]

and

\[
H = \frac{1}{2} (1+1)^{-1} (1-b)^{-1} W^{1-r} \left(1 + \frac{1}{2} (1+1)^{-1} (1-b)^{-1} \right).
\]

Substituting (6) and (7) into the second-period utility function yields second-period utility as a function of second-period wealth for sick individuals (\( S = 1 \)):

\[
U_{2,S=1} = \frac{1}{1-r} (1+r) \left(1 + \frac{1}{2} (1+1)^{-1} (1-b)^{-1} \right) W^{1-r};
\]

---

8. Again, this is done for expositional ease. In Online Appendix A, we show that a more general second-period utility function that is a CES aggregate of nonhealth consumption and health services leads to identical estimating equations as the ones we derive here. For our simulations in Section 6, we use this more general CES formulation, which breaks the relationship between the elasticity of demand for health services and risk aversion.
We calculate expected second-period utility as the weighted average of equations (4) and (8), and use the intertemporal budget constraint and the lifetime utility function to solve for \( C_1 \) and \( W \) as functions of permanent income \( Y \). We find that optimal second-period wealth is proportional to permanent income, \( W = wY \). In Online Appendix A, we derive the expression for the proportionality factor \( w \), which turns out to be a complicated function of preference parameters \( (\mu_1, \mu_2, \ldots) \), prices \( (c, b, \ldots) \), and the probability of sickness \( (p) \).

Substituting \( W = wY \) into equations (4) and (8) yields indirect utility \( v(Y; S) \) in the second period for the healthy state and the sick state, respectively:

\[
v(Y; 0) = \frac{1}{1 - wY} \quad (9)
\]

and

\[
v(Y; 1) = \frac{1}{1 - (1 + \mu_1) (1 + \mu_2) (1 - b)} \frac{1}{1 - wY} \quad (wY)^{-1} \quad \quad (10)
\]

These indirect utility functions suggest a nonlinear regression of the following form:

\[
v = 1 S \times Y^2 + 3 Y^2 + \quad ;
\]

which yields the parameter estimates

\[
1 = (1 + \mu_1) (1 + \mu_2) (1 - b) \quad w^{-1} \quad \quad \frac{w^{-1}}{1 - w};
\]

\[
2 = 1 \quad \quad \text{and} \quad 3 = \frac{w^{-1}}{1 - w};
\]

**Interpreting the Parameter Estimates.** Taking the ratio of the incremental income gradient of utility in the sick state relative to the healthy state \( (\mu_1) \) to the income gradient of utility in the healthy state \( (\mu_2) \) yields

\[
\mu_1 = 3 = (1 + \mu_1) (1 + \mu_2) (1 - b) \quad \frac{w^{-1}}{1 - w} \quad - 1; \quad (13)
\]

Dividing equation (6) by equation (7), substituting into equation (13) and re-arranging yields an expression that we will use to infer state dependence:

\[
\mu_1 (1 + 1) = \frac{1}{1 + m(1 - b)} ;
\]

where \( m (=H/C_2) \) is the ratio of health services to nonhealth consumption, \( b \) is the fraction of health expenditures covered by insurance, and \( \mu_1 \) is the coefficient of relative risk aversion.

---

9. This step implicitly calibrates the parameter \( \mu_1 \) based on the observed consumption of health services, \( m \). In the calibration exercises of Section 6, we take care to keep \( \mu_2 \) constant as we vary other parameters that affect the consumption of health services. In Section 4, we discuss how we calibrate \( m \) and \( b \) for our sample.
Equation (14) shows the relationship between the state-dependence parameter in our model \( p \) and our estimated coefficient \( -1 \). When insurance is full insurance (i.e., \( b = 1 \)), equation (14) indicates that the ratio of our estimated coefficients \( 1 \) directly gives us an estimate of state dependence \( p \). Moreover, under full insurance, our estimate of the coefficient \( -1 \) on the interaction term between permanent income and sickness in equation (11), provides a direct test of whether (and in what direction) the marginal utility of consumption is affected by health. This motivates our sample selection of insured individuals.

When insurance is less than full (i.e., \( 0 \leq b < 1 \)), equation (14) shows that the true amount of state dependence \( p \) is lower than our coefficient ratio \( -1 \), since the term \((1 + m(1-b)) \) is weakly greater than 1. The estimate of \( -1 \) now provides a direct test only of negative state dependence; specifically, \( -1 < 0 \) implies that marginal utility declines as health deteriorates (i.e., that \( p < 0 \)). To quantify the direct effect of sickness on the marginal utility of consumption (i.e., when consumption is held fixed), we must correct our estimate of the effect of sickness on the marginal utility of wealth \( -3 \) for the term that accounts for the direct effect of sickness on the level of consumption \((1 + m(1-b)) \). Intuitively, with less than full insurance, more wealth allows you to divert more second-period wealth to health consumption, so that richer people increase their utility more (in absolute terms) than poorer people in the sick state than in the healthy state, thus biasing the coefficient ratio \( -1 \) toward positive state dependence. Given that the elasticity of the marginal utility of consumption with respect to the level of consumption equals \( -1 \), the reduction in consumption increases the marginal utility by a factor of \((1 + m(1-b)) \)^{-1}.

Translation to Empirical Estimation. We estimate equation (11) by running a fixed-effects regression of the following form:

\[
UtilityProxy_{it} = g \cdot S_{it} \times \bar{Y}_{i,t} + 4S_{it} + X_{it} + i
\]

where \( i \) indexes individuals and \( t \) indexes time periods. Since all individuals in our sample are older (mean age 72) and out of the labor force, we think of the time periods in the empirical analysis as repeated observations on an individual in period 2 of the theoretical model. The repeated observations serve to isolate the effect of health on the utility proxy from time-invariant omitted variables that are correlated with both health and the utility proxy. In the interest of parsimony, we did not model such omitted variables in the theoretical model, but we did control for them in the empirical analysis. The explanatory variables consist of a measure of sickness \( S \), a measure of permanent income \( \bar{Y} \), and demographic covariates \( X \). The individual fixed effects \( i \) absorb

10. Note that whether insurance is full or less than full, the coefficient ratio \( -1 \) can be interpreted as the effect of sickness on the marginal utility of second-period wealth (i.e., holding second-period wealth fixed). Since the price of consumption is unity and individuals have strictly positive consumption levels, the marginal utility of second-period wealth equals the marginal utility of consumption. However, the effect of health on the marginal utility of wealth is not equal to the effect of health on the marginal utility of consumption because in the former case wealth is held constant while in the latter case consumption is held constant.
any direct effect of permanent income and any other time-invariant characteristics on utility. Finally, \( b_1, b_2, b_4 \), and the vector \( \mathbf{0}_1 \) are coefficients to be estimated, and \( g(\cdot) \) is a monotonically increasing mapping from latent von Neumann–Morgenstern utility to the utility proxy.\(^{11}\)

The effect of permanent income on utility in the healthy state (i.e., \( 1 \) from equation (11)), which we use to interpret the magnitude of state dependence, is absorbed by the individual fixed effects in equation (15). We recover an estimate of \( 1 \) by running an auxiliary regression of the estimated fixed effects from equation (15) on permanent income and demographic controls:

\[
\hat{y}_{i} = \beta \bar{y}_{i}^2 + X_{i} \theta_2 + \nu_i
\]

3.2. Identifying Assumptions

For ease of exposition, we focus our discussion here on the case of full insurance \( (b = 1) \). We discuss the assumptions needed to interpret \( 1 \) as a test of state dependence, and the additional assumptions needed to identify the magnitude of state dependence \( (\beta = \beta) \). As the discussion in the previous section pointed out, with less than full insurance \( (0 \leq b < 1) \) the same identifying assumptions allow us to interpret \( 1 \) as a test of negative state dependence and the coefficient ratio \( \beta = \beta \) as an upper bound on the magnitude of state dependence.

Two identifying assumptions are required to interpret the estimate of \( 1 \) as a test of state dependence. First, the difference between our imposed mapping \( g(\cdot) \) and the true mapping from latent von Neumann–Morgenstern utility to the utility proxy cannot vary differentially with health by permanent income. In other words, there may be error in our assumed mapping \( g(\cdot) \) from latent utility to the utility proxy, but this error cannot vary systematically with health by permanent income. In particular, misspecification of the mapping \( g(\cdot) \) can cause incorrect inference of the true magnitude—or even the true sign—of state dependence; this issue resembles the dissimilarity that can arise between the magnitude and sign of a marginal effect and the magnitude and sign of an interaction term in a nonlinear model (Ai and Norton 2003). With this concern in mind, we assess in great detail the sensitivity of our estimates to different assumptions and estimates of \( g(\cdot) \) in Section 5.1.

Second, we assume that conditional on sickness \( S \), control variables \( X \), and fixed effects \( \bar{X} \), there are no omitted determinants of utility that vary with health differentially by permanent income (i.e., are correlated with \( S \times \bar{X} \)). This assumption is considerably more palatable in the panel than it would be in a cross-section, where there may well be person-specific characteristics (such as optimism/pessimism) that are correlated with utility, health, and permanent income. In the panel, in the same spirit as typical identification for difference-in-differences estimation, it is only a problem for our

\(^{11}\) For example, in our OLS specification, \( g(\cdot) \) equals \( \nu + \epsilon \) with \( \epsilon \) denoting the error term in utility. In the probit specification, \( g(\cdot) \) equals \( 1 \cdot \nu + \epsilon \), with \( 1 \cdot \nu \) denoting the indicator function and \( \epsilon \) denoting a standard normal error term. In Section 5.1, we explore more general specifications of \( g(\cdot) \).
analysis if health changes within individuals vary across individuals of different permanent income in ways that are correlated with utility. In Section 5.2 we discuss and investigate potential threats to the validity of this identifying assumption in greater depth, including (but not limited to) the possibility that health may affect wealth, thereby violating the assumption of predetermined wealth.

Identification of \( \beta \) requires the additional identifying assumption that, conditional on \( S, X, \) and \( S \times X \), there are no omitted determinants of utility that are correlated with \( Y \). In other words, the only reason why people with higher permanent incomes have higher levels of utility is because of their higher levels of consumption, and not because of any other determinants of utility that are correlated with permanent income. We emphasize, however, that this strong assumption is needed only to provide a way of scaling (interpreting) our key parameter \( \beta \); it is not fundamental to our identification of the existence of state-dependent utility.

3.3. Data and Baseline Specification

We use all cohorts in the first seven waves of the HRS, which span the years 1992 through 2004. We limit the sample to individuals (and their spouses) aged 50 and older who are not in the labor force and who have health insurance. Our baseline sample consists of 11,514 unique individuals and 45,447 person-years. Online Appendix B provides more detail on our sample and variable definitions. Table 1 presents descriptive statistics. Our sample is 63% female and 87% white, with an average age of 72. About three-fifths of person-years are married.

To operationalize equations (15) and (16) we must choose measures of the explanatory variables and a functional form. We describe our baseline choices here and later show robustness to a wide range of alternative choices. We measure an individual’s permanent income \( (\bar{Y}_i) \) by the average across all waves of their total annual household income (adjusted for household composition) plus 5% of the household’s current financial wealth to account for the fact that elderly households may be spending down their accumulated financial savings.\(^\text{12}\) Average permanent income in our sample is about $29,200. Our baseline measure of health status \( (S_{it}) \) is the number of chronic diseases that individual \( i \) in wave \( t \) has ever been told by a doctor that she has had \( (\text{NUM} \_\text{DISEASE}_i) \); we code each disease as an absorbing state. Following standard practice in the HRS (see, e.g., Smith 1999), we consider the following seven diseases that are asked consistently over time: hypertension, diabetes, cancer, heart disease, chronic lung disease, stroke, and arthritis.\(^\text{13}\) We selected this measure as our baseline because of its widespread prior use and because it is not subjective. The latter is important because our outcome variable is subjective and having subjective variables on both sides of the equation can lead to spurious results due to correlated measurement

---

12. Results are unaffected if we instead assume a 10% or 0% "drawdown" rate of financial wealth.
13. We exclude psychiatric illnesses since they may affect the reporting of subjective well-being. They are often excluded from measures of chronic disease (see, e.g., Smith 1999); our results are not sensitive to including them.
TABLE 1. Descriptive statistics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Obs.</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>5th percentile</th>
<th>Median percentile</th>
<th>95th percentile</th>
<th>Std. dev. (within indiv.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUM_WAVE</td>
<td>45447</td>
<td>4.52</td>
<td>1.50</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Y (Permanent income, $)</td>
<td>45447</td>
<td>29224</td>
<td>33297</td>
<td>6236</td>
<td>20667</td>
<td>77285</td>
<td>0</td>
</tr>
<tr>
<td>FEMALE</td>
<td>45447</td>
<td>0.63</td>
<td>0.48</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>NON_WHITE</td>
<td>45447</td>
<td>0.13</td>
<td>0.33</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>SINGLE</td>
<td>45447</td>
<td>0.40</td>
<td>0.49</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.21</td>
</tr>
<tr>
<td>AGE</td>
<td>45447</td>
<td>72.39</td>
<td>9.00</td>
<td>57</td>
<td>73</td>
<td>87</td>
<td>3.28</td>
</tr>
<tr>
<td>HOUSEHOLD_SIZE</td>
<td>45447</td>
<td>1.99</td>
<td>1.00</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>0.56</td>
</tr>
<tr>
<td>Health Measure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NUM_DISEASE</td>
<td>45447</td>
<td>1.95</td>
<td>1.30</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0.63</td>
</tr>
<tr>
<td>Utility Proxy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAPPY</td>
<td>45447</td>
<td>0.87</td>
<td>0.34</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Notes: NUM_WAVE is the number of waves that the respondent was interviewed. Permanent income is constructed by taking the average across all waves of total household income plus a 5% annual draw down of current financial wealth. The average is then adjusted using an OECD-style adjustment (divide by 1.0 if single, and divide by 1.67 if married and living with spouse). Household size includes all residents of household (including spouse). NUM_DISEASE is the number of diseases reported by the respondent. This variable is calculated as the sum of the answers to the Yes/No questions “Has a doctor ever told you have it?”, where the set of diseases is the following: hypertension, diabetes, cancer, heart disease, chronic lung disease, stroke, arthritis. HAPPY is a dummy variable for Yes/No response to the following statement: “Much of the time the past week I was happy.”

error in the subjective variables. On average, a person in our sample has 1.95 diseases; the within-person standard deviation in number of diseases (which is our key right-hand side variation) is 0.625.

Our utility proxy is the response to the question: “Much of the time during the past week I was happy. (Would you say yes or no?)” We code this as an indicator variable HAPPY in which an affirmative answer is given the value 1 and consider this to be an index of latent utility. On average, 87% of person-years respond in the affirmative. The within-person standard deviation in the response (which is our key left-hand side variation) is 0.28. As is standard in the happiness literature, we interpret the happiness question as a proxy for von Neumann–Morgenstern (flow) utility. We recognize that this proxy is not perfect. For example, Benjamin et al. (2012) show that, while predicted

14. The happiness question is asked as part of eight questions from the CESD depression scale. Within the set of CESD questions, the happiness questions follows a question on restless sleep except in 1994, when it follows a question about feeling sad. The CESD module comes after questions about height and weight in the 1992–1996 waves and after word-recall questions in the 1998–2004 waves. In all waves, questions on health conditions are asked somewhere in the survey before the CESD module, and income questions come somewhere after the CESD module.

15. There is no strong evidence establishing whether happiness is closer to flow utility or lifetime utility (i.e., the PDV of current and future flow utilities). The latter interpretation seems inconsistent with the empirical finding that happiness increases with age for older people (unless one believes growing older means fewer future years with negative flow utility). Kimball and Willis (2006) propose that happiness is a combination of “elation”, which comes from news about innovations to lifetime utility, and “baseline mood”, which is a component of current flow utility. If news about the health shocks has been processed by
happiness has been shown to be a powerful predictor of hypothetical choices, there are also systematic differences between hypothetical choices and predicted happiness.\footnote{In particular, Benjamin et al. (2012) find that individuals are more sensitive to money in hypothetical choices than in predicted self-rated happiness. Because we estimate state dependence as a relative change in the income--happiness gradient, the reduced sensitivity to money in happiness ratings will not affect our results as long as this reduction is proportional. If the reduced sensitivity is not proportional, our estimates will be biased but the sign remains correct.}

The covariates ($X_j$) in equation (15) are wave fixed effects, age, age squared, household size, and an indicator for whether the individual is currently single; for equation (16) we use these same covariates and also add controls for race and gender, which are absorbed in (15) by the individual fixed effects; we do this so as not to confound the relationship between permanent income and SWB in (16) with demographics that are correlated with permanent income.

For our baseline specification, we assume a linear mapping $g(.)$ and a coefficient of relative risk aversion of 1 ($\lambda \to 0$ and thus $\gamma \to 1$). We relax both assumptions in Section 5.1.

4. Main Results

4.1. Baseline Results

Our baseline estimates of equation (15) and the auxiliary regression equation (16) are shown in Table 2, column (1). Panel A. As expected, our utility proxy is increasing in permanent income ($\lambda > 0$) and decreasing in number of diseases ($\mu < 0$). Because $\bar{Y}$ is demeaned, the coefficient on $S_2$ of $-0.011$ (s.e. = 0.003) indicates that, for someone of average permanent income, an increase of one chronic disease is associated with a statistically significant 1.1 percentage point decline in the probability the individual is happy; this is identified within-person using variation in individuals’ health state over time. The coefficient on log permanent income ($\gamma_2$) of 0.048 indicates that a 10% increase in permanent income is associated with a 0.48 percentage point increase in the probability an individual reports that he is happy most of the time in the past week (off a mean of 87%). Of course, this cross-sectional comparison of happiness across individuals of different permanent incomes may confound the causal effect of permanent income with the effects of other characteristics of high-permanent-income individuals that are themselves determinants of subjective well-being. For this reason, we do not rely on such cross-sectional variation to identify the existence of state-dependent utility (i.e., $\gamma_1$).

The key coefficient of interest is $\gamma_1$, which we estimate to be $-0.009$ (s.e. = 0.004). The negative sign indicates that the marginal utility of permanent income declines as health worsens. It is statistically significant at the 5% level, which implies that we reject the null of state-independent utility. Note that even if insurance is partial, under
TABLE 2. Estimated magnitude of state-dependent utility.

<table>
<thead>
<tr>
<th>Sample restrictions:</th>
<th>Age ≥ 50, NILF, Has Health Insurance</th>
<th>Age ≥ 65, NILF, Has Health Insurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Estimates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NUM_DISEASE_2 \times \log(\bar{T})$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>[0.018]</td>
<td>[0.048]</td>
</tr>
<tr>
<td>$\log(\bar{T})$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>$NUM_DISEASE_4$</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.474</td>
<td>0.470</td>
</tr>
<tr>
<td>$N$</td>
<td>45447</td>
<td>37829</td>
</tr>
<tr>
<td>Number of individuals</td>
<td>11514</td>
<td>10108</td>
</tr>
</tbody>
</table>

Panel B: Implied State Dependence Assuming Full Insurance ($b = 1$)

<table>
<thead>
<tr>
<th>% change in marginal utility for a 1 unit increase in $NUM_DISEASE_4$ ($\beta_3$)</th>
<th>(bootstrapped standard error)</th>
<th>(bootstrapped 95% CI)</th>
<th>(bootstrapped p-value)</th>
<th>% change in marginal utility for a 1 standard deviation increase in $NUM_DISEASE_4$ ($\beta_3$)</th>
<th>(bootstrapped standard error)</th>
<th>(bootstrapped 95% CI)</th>
<th>(bootstrapped p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.78%</td>
<td>(5.8%)</td>
<td>(-4.2%, -26.9%)</td>
<td>[0.018]</td>
<td>-11.2%</td>
<td>(3.6%)</td>
<td>(-2.7%, -16.8%)</td>
<td>[0.018]</td>
</tr>
<tr>
<td>(bootstrapped standard error)</td>
<td></td>
<td></td>
<td></td>
<td>Marginal utility with 0 diseases (13.1%, 12.7% of samples)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(bootstrapped 95% CI)</td>
<td></td>
<td></td>
<td></td>
<td>0.048</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(bootstrapped p-value)</td>
<td></td>
<td></td>
<td></td>
<td>Marginal utility with 1 disease (26.7%, 28.8% of samples)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marginal utility with 2 diseases (28.8%, 29.1% of samples)</td>
<td></td>
<td></td>
<td></td>
<td>0.039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Marginal utility with 3 diseases (18.8%, 19.4% of samples)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marginal utility with 4 diseases (9.1%, 8.9% of samples)</td>
<td></td>
<td></td>
<td></td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3.5%, 3.2% of samples have 5+ diseases)</td>
<td></td>
<td></td>
<td></td>
<td>(3.5%, 3.2% of samples have 5+ diseases)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Panel A reports coefficients $\beta_1$ and $\beta_4$ from estimating equation (15) and coefficient $\beta_3$ from estimating equation (16). Both equations are estimated using OLS. The dependent variable in equation (15) is a dummy variable that equals 1 if the respondent agrees with the following statement: "Much of the time during the past week I was happy." The mean of the dependent variable is 0.37. The dependent variable in equation (16) is the individual fixed effect estimated in equation (15). $NUM\_DISEASE_4$ is a composite health measure which is the total number of reported diseases. $log(\bar{T})$ is the average across all waves of the individual's total annual household income, adjusted for household composition and 1 percent annual draw down of current financial wealth. We demean $log(\bar{T})$ before interacting with $NUM\_DISEASE_4$. In addition to the covariates shown in the table, the estimates of equation (15) include individual fixed effects, wave fixed effects, and controls for Age, Age$^2$, Household size, and a dummy for whether the individual is single; estimates of equation (16) include wave fixed effects and a non-white dummy, a female dummy, Age, Age$^2$, Household size, and a dummy for being currently single. Standard errors for $\beta_3$ and $\beta_4$ in parentheses and are adjusted to allow for an arbitrary variance-covariance matrix for each individual over time. p-values are in brackets. Online Appendix B contains more detail on data and variable definitions; summary statistics are in Table 1.

Panel B reports several ways of interpreting the estimates in Panel A. In Panel B we report bootstrapped standard errors, 95% confidence intervals, and p-values for $\beta_3$ and $\beta_4$ based on 10,000 bootstrap iterations, resampling individuals with replacement. The within-person standard deviation change in $NUM\_DISEASE_4$ (1) is 0.625 in column (1) and 0.634 in column (2).

Our identifying assumptions our negative estimate of $\beta_1$ provides evidence of negative state dependence.

Panel B of Table 2 reports several simple ways to interpret the magnitude of our estimate of $\beta_1$ under the assumption that individuals are fully insured (i.e., $b = 1$),
so that state dependence is given by the ratio $\frac{1}{\hat{\gamma}} = 3$. Recall that with less than full insurance the implied state dependence is more negative than this estimated parameter ratio. We find, for example, that a one-standard-deviation increase in the number of chronic diseases is associated with an 11.2% decline in marginal utility for a previously healthy individual (i.e., $\frac{1}{\gamma} = 3 = -11.2\%$), with a 95% confidence interval ranging from 2.7%–16.8%.\footnote{Because of our two-step estimation procedure, we bootstrap the sample at the individual level (10,000 replications) to calculate standard errors, p-values, and confidence intervals of our estimates of $\frac{1}{\hat{\gamma}} = 3$ and $\frac{1}{\gamma} = 3$ in this table and in all subsequent tables.} We also find that marginal utility falls from 0.048 for a healthy (disease-free) individual, to 0.039 with one disease, 0.030 with two diseases, 0.021 with three diseases, and 0.012 with four diseases (only 3.5% of our sample has more than four diseases); this is the regression-based counterpart to the stylized picture in Figure 1A of utility curves “fanning out”.

An important potential concern with our baseline estimates in column 1 of Table 2 is that our sample selection criteria of individuals who are not in the labor force may bias us towards finding negative state dependence since those most likely to exit the labor force due to poor health may be precisely those for whom the marginal benefit of work (i.e., the marginal utility of consumption) falls more with poor health. This potential sample selection issue is much less of a concern when looking at a sample of individuals who are unlikely to work regardless of health. Therefore, in column 2 we report results in which we further limit our baseline sample to individuals who are 65 and older (as opposed to 50 and older); this sample is also insured and not in the labor force. While only 53.2% of individuals 50 and older who are insured are not in labor force, that number rises to 79.8% for 65 and older, suggesting that sample selection is less of a concern. The results in column 2 are reassuring. Our estimate of the decline in marginal utility of consumption associated with a one-standard-deviation increase in the number of chronic diseases rises from 11.2% with full insurance in our baseline specification (column 1) to 13.4% with full insurance when the baseline sample is further restricted to individuals 65+ (column 2).

4.2. Implied State Dependence under Partial Insurance

Table 3 reports the implied state dependence from our estimates when we do not assume full insurance. As seen in equation (14), the adjustment factor needed to translate the coefficient ratio $\frac{1}{\hat{\gamma}} = 3$ into the implied state dependence $\frac{1}{\gamma}$ depends on out-of-pocket health expenditure as a share of nonhealth consumption $n(1 - b)$ and the coefficient of relative risk aversion $\gamma$. We use MEPS data to calculate the out-of-pocket shares (see Online Appendix B for details).\footnote{Since $\gamma$ is the incremental out-of-pocket health spending associated with becoming sick, we approximate it using data from the 1996 MEPS limited to those who meet our sample selection criteria. Our approximation of $\gamma$ is based on the difference in mean out-of-pocket health spending for those whose medical spending is above the median and those whose medical spending is below the median. We scale this difference in mean out-of-pocket health spending by mean annual consumption, which is $41,648 using the consumption data in the HRS CAMS survey (described in more detail in Online Appendix} We report the implied state dependence for
TABLE 3. Estimated magnitude of state-dependent utility.

<table>
<thead>
<tr>
<th>Dependent Variable: HAPPY</th>
<th>(1a)</th>
<th>(1b)</th>
<th>(1c)</th>
<th>(2a)</th>
<th>(2b)</th>
<th>(2c)</th>
<th>(3a)</th>
<th>(3b)</th>
<th>(3c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample restrictions:</td>
<td>Age ≥ 50, NILF, Has Health Insurance [Baseline Sample]</td>
<td>Age ≥ 65, NILF, Has Health Insurance</td>
<td>Age ≥ 65, NILF, Has Health Insurance + (Medicaid, VA, or Medicare HMO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of relative risk aversion:</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>% change in marginal utility for a 1 standard deviation increase in NUM_DISEASE2 (i = 3)</td>
<td>Panel A: Implied State Dependence Assuming Full Insurance (b = 1)</td>
<td>Panel B: Implied State Dependence Assuming Partial Insurance (b &lt; 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.023</td>
<td>0.023</td>
<td>0.019</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Out-of-pocket health expenditure share, m(1-b)</td>
<td>-11.2% [0.018]</td>
<td>-11.4% [0.012]</td>
<td>-11.9% [0.050]</td>
<td>-13.4% [0.048]</td>
<td>-14.2% [0.020]</td>
<td>-14.4% [0.105]</td>
<td>-12.0% [0.106]</td>
<td>-13.5% [0.048]</td>
<td>-13.8% [0.120]</td>
</tr>
<tr>
<td>% change in marginal utility for a 1 standard deviation increase in NUM_DISEASE2 ((i = 3) + 1) = 1 + m(1 - b)</td>
<td>-13.2% [0.008]</td>
<td>-17.1% [0.003]</td>
<td>-21.2% [0.014]</td>
<td>-15.5% [0.022]</td>
<td>-20.2% [0.008]</td>
<td>-24.1% [0.038]</td>
<td>-13.6% [0.064]</td>
<td>-18.1% [0.026]</td>
<td>-21.3% [0.049]</td>
</tr>
<tr>
<td>R²</td>
<td>0.474</td>
<td>0.474</td>
<td>0.474</td>
<td>0.470</td>
<td>0.470</td>
<td>0.470</td>
<td>0.595</td>
<td>0.595</td>
<td>0.595</td>
</tr>
<tr>
<td>N</td>
<td>45447</td>
<td>37829</td>
<td>10537</td>
<td>3056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Individuals</td>
<td>11154</td>
<td>10108</td>
<td>3056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Panel A reports the implied magnitude of state dependence under full insurance, and Panel B reports the implied magnitude of state dependence under partial insurance. The within-person standard deviation change in NUM_DISEASE2 (i) is 0.625, 0.634, and 0.559 for the three samples, respectively. The degree of insurance coverage (b) is 85.1%, 84.9%, and 91.7% for the three samples, respectively. See Table 2 for more details. We report bootstrapped p-values based on 10,000 bootstrap iterations, resampling individuals with replacement. See text for details.
coefficients of relative risk aversion of 1, 3, and 5, and use the functional form of our estimating equations (15) and (16) that is consistent with the assumed coefficient of risk aversion (i.e., we set \( \gamma \) equal to 1 for odd \( \gamma > 1 \)).

Columns (1a)–(1c) of Table 3 show the sensitivity of the results in our baseline sample to the assumed coefficient of relative risk aversion. Panel A shows the results assuming full insurance, so that the parameter ratio \( \gamma = 3 \) gives the implied change in the marginal utility of consumption associated with a one-standard-deviation increase in the number of chronic diseases. The estimates are not sensitive to the assumed degree of risk aversion; they range from \(-11.2\%\) to \(-11.9\%\) as we vary the curvature on permanent income in our estimating equation to be consistent with relative risk aversion between 1 and 5. In Panel B, we allow for partial insurance and we calculate the implied state dependence according to equation (14) when out-of-pocket health expenditure as a share of nonhealth consumption equals the observed value of 2.3% for the baseline sample. For a coefficient of relative risk aversion of 3, the estimates imply that a standard deviation increase in the number of chronic diseases reduces the marginal utility of consumption by 17.1%. The implied state dependence under partial insurance, however, is much more sensitive to assumptions about risk aversion; it ranges from \(-13.2\%\) for \( \gamma = 1 \) to \(-21.2\%\) for \( \gamma = 5 \). Columns (2a)–(2c) show that results remain similar if we restrict the baseline sample to those aged 65 or more.

To reduce the importance of the adjustment factor in our estimated state dependence for partial insurance, columns (3a)–(3c) of Table 3 shows results for a subsample with a higher degree of insurance and a lower out-of-pocket share. The sample in columns (3a)–(3c) is the same as the sample in columns (2a)–(2c), except that we further require the observations to have their health insurance, which is Medicare for 97% of the sample, supplemented by some other insurance (Medicaid, VA, or Medicare HMO). We calculate the out-of-pocket share for this sample at 1.9% compared to 2.5% for the full sample in columns (2a)–(2c) and 2.3% for the baseline sample in columns 1a–1c. The estimates in panel B remain quite similar to our baseline estimates, with our estimate of state dependence ranging from \(-13.6\%\) for \( \gamma = 1 \) to \(-21.3\%\) for \( \gamma = 5 \).

Taken together, the estimates of Table 3 show clear evidence of significant negative state dependence. The exact magnitude of the negative state dependence is sensitive to assumptions about the degree of insurance and the coefficient of relative risk aversion. However, under a wide variety of plausible values for these assumptions, the point estimate of state dependence ranges between about \(-10\%\) and \(-25\%\).

In the interest of parsimony, we conduct further analyses assuming that \( \gamma = 1 \) unless indicated otherwise. To facilitate comparability across specifications, our discussion of magnitude focuses on the implied percentage change in marginal utility for a healthy person associated with a one-standard-deviation decline in health (i.e.,

---

B). Consumption in the CAMS is calculated on a household basis, so we convert consumption to an individual-level measure using the OECD adjustment for household composition (see Online Appendix B for details).

19. There is, of course, little consensus on the coefficient of relative risk aversion. We use a range of values corresponding to commonly used values in calibration models of insurance and savings.
$X_3$, as this provides a scale-free way of comparing different estimates. Since the results in Panel A of Table 3 indicated that, under the assumption of full insurance, the implied magnitude of state dependence is not sensitive to the assumed level of risk aversion, interested readers can adjust our reported magnitude ($X_3$) to account for partial insurance using their preferred estimate of risk aversion and the degree of insurance.

4.3. Additional Analyses

We performed a large number of additional sensitivity analyses on our baseline results from column (1) of Table 2. A full set of results from these additional sensitivity analyses are presented in Online Appendix F; we briefly summarize the main ones here.

We find that the sign of our results (and in general the estimated magnitude) is not sensitive to a series of natural alternative specifications including excluding the demographic controls ($X_3$), or restricting the sample to individuals who are always single (for whom there is no concern about potential correlations in health changes within a couple confounding the estimate of own health on own marginal utility). We also find no evidence of habituation or adaptation effects; the decline in marginal utility after a negative health shock does not appear to diminish over time, but we cannot rule out sizable adaptation effects either. The literature on the existence and size of adaptation to health shocks is mixed (see, e.g., Lucas 2007, Oswald and Powdthavee 2008). To the extent there is habituation, our estimates already reflect habituation that occurs on average during the years we observe individuals after a change in health status. Any further habituation causes our estimates to overstate the degree of state dependence in the long run.

Another set of sensitivity analyses investigates whether the impact of disease on the marginal utility of consumption varies across our seven individual diseases. Not surprisingly, looking disease-by-disease reduces our statistical power. Indeed, we estimate statistically significant state dependence only for blood pressure and lung disease. Nonetheless, with the exception of heart disease and arthritis, the point estimates on the interaction terms are uniformly negative; moreover, we are unable to reject at the 10% level the hypothesis that all seven interaction terms are equal ($p$-value = 0.14). A priori, one might expect a stronger response in marginal utility to symptomatic diseases than to asymptomatic diseases, but we cannot reject that the effect of an additional disease is the same for symptomatic and asymptomatic diseases ($p$-value = 0.60). Finally, we examined whether the magnitude of the drop in marginal utility from an additional disease depends on the number of diseases that the individual already has. We find no evidence of such nonlinearities and cannot reject the hypothesis that the effect of an additional disease on the marginal utility is the same for each number of pre-existing diseases ($p$-value = 0.36).

---

We classify lung disease, stroke, arthritis, and cancer as asymptomatic diseases and high blood pressure, heart disease, and diabetes as asymptomatic diseases.
A final set of sensitivity analyses investigated the sensitivity of our results to alternative measures of our key variables. Specifically, we investigated how results are affected by alternative measures of permanent income (such as education or wealth), alternative standard measures of health (such as limitations to activities of daily living), and alternative utility proxies derived from the CESD depression scale. Our finding of negative state dependence persists across all the alternative measures, but the estimated magnitudes vary. Overall, the estimated magnitudes tend to lie centered around (and are relatively similar to) our baseline estimate.

5. Threats to Identifying Assumptions

We discuss and explore potential threats to each of the two key identifying assumptions discussed in Section 3.2 that allow us to interpret the estimate of \( \gamma \) as a test of state dependence. Our reading of the results is that they greatly alleviate concerns that violations of our identifying assumptions are responsible for our finding of negative state-dependent utility.

5.1. Differential Errors in the Mapping from Utility to Subjective Well-Being

The first identifying assumption is that there are no errors in our specification of the mapping \( g(.) \) from latent von Neumann–Morgenstern utility to the utility proxy that vary differentially with health by permanent income. There is growing evidence that measures of self-reported well-being are meaningful measures of utility: for example, people who rate themselves as happy are more likely to be rated happy by others, self-reports of happiness correlate in the expected direction with objective life circumstances, and happier people are less likely to commit suicide.\(^{21}\) Of course, there is doubtless considerable measurement error in SWB measures as utility proxies; for example, it is well documented that answers to these questions can be sensitive to wording, framing, or question order, among other factors (see, e.g., Bertrand and Mullainathan 2001).

However, random (even non-mean-zero) measurement error in SWB does not bias our estimate of state dependence. What is required is that a given change in true underlying von Neumann–Morgenstern utility associated with a given change in health must map into the same change in the latent variable corresponding to our proxy for utility at different levels of permanent income. To see how the shape of the mapping

\[^{21}\text{See Frey and Stutzer (2002), Di Tella and MacCulloch (2006), or Knueger et al. (2009) for more extensive discussions of the validity and usefulness of happiness data in economic research. Additionally, in our context, an important advantage of using proxies for utility to infer state-dependent utility is that they do not require individuals to accurately forecast how their utility function will change once they become ill. Loewenstein, O'Donoghue, and Rabin (2003) and Conlin, O'Donoghue, and Vogelsang (2007) show that individuals suffer from “projection bias” by putting too much weight on their current preferences when forecasting their future preferences. This would imply that healthy people underestimate the effect of sickness on their marginal utility and, as a result, do not sufficiently adjust their demand for insurance or their consumption behavior.}\]
g(.) from true utility to the utility proxy may cause this assumption to fail, suppose that the true mapping from utility to the utility proxy is quadratic, but that we use a linear specification for g(.) in our estimation. Suppose that the onset of an illness causes true utility for high-income individuals to drop from 5 to 4 and causes true utility for low-income individuals to drop from 2 to 1; in this example the utility function is state-independent. If the true mapping is quadratic, the onset of disease would cause the utility proxy to drop by 9 (from 25 to 16) for high-income individuals but only by 3 (from 4 to 1) for low-income individuals. If we were to use a linear specification of g(.) in our estimation, we would wrongly infer negative state dependence.

Misspecification of g(.) led to an incorrect inference in this example because the high-income individual had higher utility levels than the low-income individual so that different ranges of the mapping function were relevant for each of them. However, if we were to compare the effect of the onset of a disease within bins of high-income and low-income individuals with same mean levels of utility, any monotonically increasing mapping g(.) from true utility to the utility proxy will produce correct inference about the sign of state dependence. This insensitivity arises because within such bins, high- and low-income individuals are on average at the same range of the g(.) function. While misspecification in g(.) will lead to errors that vary by utility, by construction utility does not vary with permanent income within the bin, and these errors in the estimated effect of the onset of a disease are therefore not correlated with permanent income.

This observation forms the basis for our nonparametric test of state dependence. Although high-income individuals have higher utility levels on average than low-income individuals in our data set, there is considerable overlap in the levels of the utility proxy by income because of variation across individuals in other (non-income-related) determinants of utility. This considerable overlap allows us to implement our nonparametric test.

For each bin based on mean values of the utility proxy and mean values of the number of diseases,22 we run an OLS regression of the utility proxy on number of diseases, permanent income, and an interaction of the number of diseases with permanent income.23 Since the number of observations in these narrowly defined bins is low, the estimates of the coefficients on the interaction term are imprecise. Still, under the null hypothesis of no state dependence, the t-statistics of these coefficients follow a t-distribution with the number of degrees of freedom determined by the number of observations in each bin. The CDF of each t-statistic is a draw from the uniform (0,1) distribution under the null hypothesis of no state dependence, and therefore the mean of the CDFs should be 0.5. If the mean of the CDFs is significantly lower than 0.5, we can reject the null of no state dependence in favor of the alternative of negative state dependence.

22. To ensure that we are comparing individuals with similar levels of health, we further define the bins by mean values (over time) of the number of diseases.

23. We also include a control for permanent income; however, since permanent income does not vary over time and the mean level of the utility proxy has virtually no variation within bins by construction, the coefficient on permanent income is not typically identified.
### TABLE 4. Nonparametric tests of state dependence.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin width for mean happiness</td>
<td>0;1</td>
<td>0;05</td>
<td>0;2</td>
<td>0;1</td>
<td>0;1</td>
</tr>
<tr>
<td>Bin width for mean number of diseases</td>
<td>0;5</td>
<td>0;5</td>
<td>0;5</td>
<td>0;2</td>
<td>10</td>
</tr>
<tr>
<td>Number of cells</td>
<td>140</td>
<td>280</td>
<td>70</td>
<td>350</td>
<td>70</td>
</tr>
<tr>
<td>Number of usable cells</td>
<td>85</td>
<td>118</td>
<td>56</td>
<td>155</td>
<td>47</td>
</tr>
<tr>
<td>Number of individuals in usable cells</td>
<td>3250</td>
<td>3227</td>
<td>3256</td>
<td>3147</td>
<td>3254</td>
</tr>
<tr>
<td>Average number of individuals per used cell</td>
<td>38</td>
<td>27</td>
<td>58</td>
<td>20</td>
<td>69</td>
</tr>
</tbody>
</table>

**Results for interaction term, NUM\_DISEASE\_t \times \log(P)\_t**

<table>
<thead>
<tr>
<th>Mean of CDFs of t-statistics (F)</th>
<th>0.402</th>
<th>0.420</th>
<th>0.383</th>
<th>0.420</th>
<th>0.393</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value of test that F = 0.5</td>
<td>[0.003]</td>
<td>[0.003]</td>
<td>[0.004]</td>
<td>[0.001]</td>
<td>[0.022]</td>
</tr>
<tr>
<td>Fraction of estimated interaction terms &lt; 0</td>
<td>0.624</td>
<td>0.576</td>
<td>0.661</td>
<td>0.600</td>
<td>0.660</td>
</tr>
</tbody>
</table>

**Results for direct effect of NUM\_DISEASE\_t**

<table>
<thead>
<tr>
<th>Mean of CDFs of t-statistics (F)</th>
<th>0.335</th>
<th>0.363</th>
<th>0.340</th>
<th>0.383</th>
<th>0.313</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value of test that F = 0.5</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Fraction of estimated direct terms &lt; 0</td>
<td>0.718</td>
<td>0.669</td>
<td>0.696</td>
<td>0.606</td>
<td>0.723</td>
</tr>
</tbody>
</table>

Notes: This table reports results of nonparametric tests as described in Section 5.1, using the sample in column (1) of Table 2 (i.e., Age ≥ 50, NILF, and Has Health Insurance). The estimation sample includes only individuals with variation in the variable HAPPY; i.e., we drop all individuals with mean values of HAPPY of either 0 or 1 during the sample period. Individual mean values of HAPPY and mean values of NUM\_DISEASE\_t are used to group individuals into bins. Bins for mean happiness and for mean number of diseases are defined to be inclusive below and exclusive above. The maximum number of diseases is 7, so the number of cells is 7(hh), where h is bin width for happiness and d is bin width for number of diseases. The number of usable cells is the total number of cells with more than one individual. For each bin, we run a regression of HAPPY on log of permanent income, NUM\_DISEASE\_t, and their interaction. The cumulative distribution of the t-statistics on the interaction term is computed, and we report the p-value from a two-sided test of whether the average of these t-statistics is equal to 0.5 to test for state dependence in brackets. We repeat the same procedure for the t-statistics for number of diseases.

Table 4 shows the results of the nonparametric test. Column 1 shows our baseline case in which we have sorted individuals into ten categories based on their mean level of happiness and into 14 categories based on their mean number of diseases. Of the resulting 140 bins, 85 have sufficient observations that we can estimate a t-statistic on the interaction term between number of diseases and permanent income. A majority (62%) of these t-statistics is negative, which provides a first indication of negative state dependence. Moreover, the mean of the CDFs of the t-statistics is 0.402, which is significantly different from the expected value of 0.5 under the null hypothesis of no state dependence (p = 0.003). Columns (2)–(5) show that we obtain similar results for alternative choices for the bin sizes. Hence, the nonparametric test indicates that our finding of negative health state dependence is not driven by differential errors in the mapping from von Neumann–Morgenstern utility to the utility proxy.

This nonparametric test allows us to flexibly estimate the sign of health state dependence but does not provide information on the magnitude of state dependence. We therefore also examine the robustness of our quantitative estimates to alternative
parametric assumptions or estimates of $g(.)$. Table 5 summarizes the results from three different classes of approaches to investigating the sensitivity of our quantitative estimates to potential misspecifications of $g(.)$.

As a first step, we present results from a fixed effects probit model. In our baseline specification, the linear probability model implicitly assumes that the probability that an individual responds “Yes” to the happiness question is a cardinal measure of true utility. In the probit specification, by contrast, the implicit assumption is that the latent variable in the probit model is a cardinal measure of true utility. Our sample size is reduced because we cannot include individuals who never change their response to the happiness question, and this will mechanically increase the magnitude of the estimate. Hence, to assess the sensitivity of our result to the specification of the mapping function of utility to subjective well-being, the estimate from the probit specification (column 2) should be compared to column 3, where we report our baseline (linear) specification on the sample used for the fixed-effects probit. Both estimates are statistically significant and similar in magnitude (−28.7% versus −30.7%).

Our second approach is to assess the plausibility of the assumed mapping by estimating the level of risk aversion (curvature) implied by our mapping function in our baseline specification, we imposed a coefficient of relative risk aversion of 1. We can instead estimate the implied curvature by estimating equation (16) by nonlinear least squares; the coefficient of relative risk aversion is given by one minus the exponent on permanent income (i.e., $\gamma = 1 - \frac{1}{2}$). We conduct this exercise for both the linear and probit mappings. Column 4 shows that the linear mapping function implies a coefficient of relative risk aversion of 2.1, and column 5 shows that the fixed effects probit specification implies a coefficient of relative risk aversion of 3.5. Hence, both the linear and the probit mappings imply latent utility measures that contain plausible levels of curvature. Moreover, when we estimate the risk aversion parameter in columns 4 and 5, our estimates of negative state dependence remain statistically significant and are very close in magnitude to the linear and probit specifications in columns 1 and 2, which imposed a coefficient of relative risk aversion of 1.

Of course, these findings do not rule out the possibility that alternative mappings exist which are also consistent with reasonable levels of risk aversion but which would yield different estimates of the magnitude of state dependence. Our third approach

---

24. Because of the large number of fixed effects in the nonlinear model, we follow the algorithm in Heckman and MaCurdy (1980) to maximize the log-likelihood function. We report marginal effects evaluated at the mean, but we use the original probit coefficients to calculate the magnitude of state dependence (i.e., $\gamma = 1 - \frac{1}{2}$).

25. We estimate the coefficient of relative risk aversion using the cross-sectional variation in subjective well-being and permanent income because we do not have variation in permanent income within individuals. We then use our estimate of $\frac{1}{2}$ from the cross-sectional equation (16) in our panel equation (15). We iterate until $\frac{1}{2}$ converges.

26. While there is hardly a consensus in the literature on the magnitude of the coefficient of relative risk aversion (see e.g. Cohen and Einav 2007 for a review of the range of existing estimates), our estimates are well within the range of the most commonly used values. They are somewhat higher than those by Layard, Mayraz, and Nickell (2008), who estimate the coefficient of relative risk aversion based on the curvature of the relationship between subjective well-being and income in six different surveys. They post a linear mapping and find estimates of the coefficient of relative risk aversion ranging from 1.19 to 1.30.
<table>
<thead>
<tr>
<th>Specification:</th>
<th>OLS</th>
<th>FE Probit</th>
<th>OLS (drop all 0s and all 1s)</th>
<th>OLS w/ NLLS</th>
<th>FE Probit w/ NLLS</th>
<th>Semiparametric Fixed Effects Probit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{NUM}_DISEASE_2 \times \hat{Y}_j^{1-} = (1 - \gamma) )</td>
<td>-0.029</td>
<td>0.27</td>
<td>-0.027</td>
<td>-0.225</td>
<td>-22.10</td>
<td>-0.013</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.10)</td>
<td>(0.011)</td>
<td>(0.071)</td>
<td>(11.04)</td>
<td>(0.038)</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.068)</td>
<td>(0.011)</td>
<td>(0.045)</td>
<td>(10.23)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>( \hat{Y}_j^{1-} = (1 - \gamma_3) )</td>
<td>0.038</td>
<td>0.035</td>
<td>0.035</td>
<td>1.253</td>
<td>57.94</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.031)</td>
<td>(0.031)</td>
<td>(0.032)</td>
<td>(2.56)</td>
<td>(0.026)</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>( \text{NUM}_DISEASE_2 \times \hat{Y}_j^{1-} = (1 - \gamma_4) )</td>
<td>-0.011</td>
<td>-0.036</td>
<td>-0.016</td>
<td>-0.111</td>
<td>-0.111</td>
<td>-0.132</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.010)</td>
<td>(0.003)</td>
<td>(0.027)</td>
<td>(0.053)</td>
<td>(0.027)</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>0.474</td>
<td>0.474</td>
<td>0.167</td>
<td>0.167</td>
<td>0.167</td>
<td>0.167</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.4947</td>
<td>1.0407</td>
<td>1.0407</td>
<td>1.0407</td>
<td>1.0407</td>
<td>1.0407</td>
</tr>
<tr>
<td>Number of individuals</td>
<td>11514</td>
<td>3260</td>
<td>3260</td>
<td>11514</td>
<td>3260</td>
<td>3260</td>
</tr>
<tr>
<td>Within-person std dev of ( \text{NUM}_DISEASE )</td>
<td>0.638</td>
<td>0.638</td>
<td>0.638</td>
<td>0.638</td>
<td>0.638</td>
<td>0.638</td>
</tr>
<tr>
<td>( % \text{ change in marginal utility for a 1 std. dev change in } \text{NUM}_DISEASE )</td>
<td>-11.2%</td>
<td>-28.7%</td>
<td>30.7%</td>
<td>-11.2%</td>
<td>-24.3%</td>
<td>-19.2%</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.012)</td>
<td>(0.016)</td>
<td>(0.027)</td>
<td>(0.012)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>

Notes: Column (1) reports the results from the baseline specification in Table 2; see notes in Table 2 (Panel A) for more details. Subsequent columns report results using different specifications and estimation methods. Column (2) reports marginal effects at the mean from a fixed effects probit specification; Column (3) reports the results from the baseline specification with sample used in column (2). Column (4) iteratively estimates the coefficient of relative risk aversion (CRRA) using a cross-sectional, non-linear least squares (NLLS) regression using the estimated fixed effects from the baseline specification. The estimated CRRA coefficient is plugged back into the baseline specification to generate a new set of estimated fixed effects; this procedure is iterated until convergence. Column (5) does the same iterative estimation procedure but uses a fixed effects probit specification instead of the baseline (linear probability model) specification. Columns (6) through (8) report results from a semiparametric approach; see online Appendix D for more details. Columns (6) through (8) drop the Age, Age^2, Household Size, and Single control variables, which are included in all other columns. Standard errors are in parentheses and are adjusted to allow for an arbitrary variance-covariance matrix for each individual over time; \( \gamma \)-values are in brackets. In columns (1) through (5), the \( \gamma \)-value for \( \gamma = 3 \) is bootstrapped on 10,000 iterations, resampling individuals with replacement. Because of computational complexity, in columns (6) through (8) the \( \gamma \)-value for \( \gamma = 3 \) is based on an asymptotic t-test using the t-statistic derived from the point estimate of \( \gamma = 3 \) divided by the bootstrapped standard error of this ratio, based on 100 bootstrap iterations. In columns (6) through (8), all standard errors are bootstrapped standard errors based on 100 bootstrap iterations, resampling individuals with replacement.
uses semiparametric estimation to further explore this possibility. Here, we once again impose a value for the coefficient of relative risk aversion, but we now flexibly estimate the monotone mapping $g(.)$ such that the latent utility variable exhibits the assumed degree of risk aversion. Online Appendix D provides the technical details of this procedure. Then, using this estimate of the mapping $g(.)$, we estimate the sign and magnitude of health state dependence.

Columns (6)–(8) show the estimates for state dependence when we select the mapping $g(.)$ such that the coefficient of relative risk aversion in latent von Neumann–Morgenstern utility equals 1, 3, and 5, respectively. As is the case with the standard fixed-effects probit regression, individuals who never change their response to the happiness question must be excluded from the sample. The estimates in columns (6)–(8) should therefore be compared to the estimate of the standard fixed effects probit regression in column 2. We find that our estimate of state dependence ranges between $-19\%$ and $-28\%$ for these three mappings, which is roughly similar to the estimate of $-29\%$ in the standard fixed-effects probit regression.

Overall, we believe the evidence greatly alleviates concerns that our results are primarily due to errors in the specification of the mapping from von Neumann–Morgenstern utility to the utility proxy that are correlated with the interaction between permanent income and health, although we recognize that it is impossible to completely rule out this concern. We suspect that the estimates of state dependence turn out to be relatively insensitive to the specification of mapping $g(.)$ because, in practice, there is a large amount of overlap in utility levels for individuals of different levels of permanent income; this presumably reflects the importance of other individual-specific factors uncorrelated with income in determining utility.

5.2. Omitted Determinants of Utility that Vary with Health by Permanent Income

We also explore possible threats to our second identifying assumption that, conditional on sickness $S$, control variables $X$, and fixed effects $u$, there are no omitted determinants of utility that vary with health differentially by permanent income. We consider three possible threats: (i) differential trends over time in utility by permanent income, (ii) differential disease reporting by permanent income, and (iii) failure of the assumption of predetermined wealth. Results summarized but not presented here are discussed and presented in Online Appendix E.

5.2.1. Differential Trends over Time in Utility by Permanent Income. If the consumption path of the poor increases more (or declines less) than that of the rich, this tendency could show up in our estimates as negative state dependence. Since the number of diseases increases over time, it could look like the rich have a greater drop in utility with the onset of a disease simply due to different trends in underlying utility. Reassuringly, the evidence suggests that, if anything, the consumption path of the poor declines (in percentage terms) relative to that of the rich over time, which
would bias us against our finding negative state dependence. A related issue is that our estimates of the differential effect of health changes by permanent income may in part capture differential effects of other time-varying covariates by permanent income. Reassuringly, when we allow the effect of permanent income in our baseline specification to vary not only with number of diseases but also with marital status and with household size, our estimate of state dependence remains similar in magnitude, although statistically less precise. If we further include an interaction with age, the point estimate of state dependence becomes unstable, though it is not statistically different from our baseline estimate.

5.2.2. Differential Reporting of Diseases by Permanent Income. If, conditional on reporting a disease, the severity of the disease varies by permanent income, this would violate our identifying assumption and bias our inferences. For example, if, conditional on reporting a disease, severity is greater for the rich than the poor, we would estimate a larger decline in utility for those with higher permanent income, thus biasing us toward finding negative state dependence; the converse would bias us in the opposite direction. Note, however, that no bias arises from differential rates of disease occurrence by permanent income because this rate merely affects the frequency with which we observe the sick state.

Our reading of the evidence suggests that any reporting differences by socioeconomic status would likely bias against our finding of negative state dependence. Banks et al. (2006) find in the National Health and Nutrition Examination Survey (NHANES) that, conditional on having a biologically measured health condition, individuals of lower education are, if anything, less likely to self-report it. Similarly, in our HRS data we find that, conditional on reporting that a doctor has told them they have a particular disease, individuals of lower permanent income are more likely to report conditions that indicate a more severe form of the disease. Both of these findings suggest that the threshold for reporting a disease is higher for the poor, since they are less likely to report the disease and, conditional on reporting that they have a disease, they are more likely to have a severe form of the disease. Under the (reasonable) assumption that this underreporting by the poor exacerbates the difference in health status among the poor between those who report that they have a disease and those who do not, this would bias against our finding of negative state-dependent utility.

5.2.3. What if Second-Period Wealth Is not Predetermined? We discuss how plausible violations of the assumption of predetermined wealth would result in a bias against our finding of negative state-dependent utility. We also present complementary empirical evidence that is consistent with the assumption of predetermined second-period wealth in our baseline sample.

---

27. Online Appendix B provides a description of the (limited) consumption data that we use for this analysis.
Relaxing the Assumption of Predetermined Second-Period Wealth. Second-period wealth would not be predetermined if health has a mechanical effect on the resources available in the second period. For example, health may affect labor income, longevity, and household production. In addition, consumption would not be predetermined if optimizing individuals are able to reallocate resources over time in response to their state-dependent preferences; this could occur, for example, if health shocks are anticipated or transitory.

When wealth is predetermined, health can affect marginal utility of consumption through two distinct channels: its direct effect on the slope of the utility function (i.e., the state-dependent parameter of interest), and its indirect effect through the reduction in consumption necessary to finance out-of-pocket medical expenditures. These two effects were analyzed in Section 3.1. When wealth is not predetermined, health can also affect marginal utility of consumption through a third channel: the effect of state-dependent income on second-period wealth, which in turn affects second-period consumption. Online Appendix E formally extends the baseline model to allow for health to directly affect second-period wealth. Here, we limit ourselves to an informal discussion designed to convey the intuition behind the bias that may result.

Figure 3 illustrates the natural case in which second-period wealth falls with declining health, due for example to reduced income or home production. Because our regression specification does not correct for the fall in wealth (we proxy wealth by permanent income, which does not change), the estimated utility curve runs through points A and B. The nature of any bias this creates for our estimate of state-dependent utility depends on two parameters: the curvature of the utility function and the proportionality (or not) of the drop in wealth associated with the health decline. Curvature is captured by the parameter \( k \), the coefficient of relative risk aversion.

![Figure 3](image-url)
Consider first the case in which the drop in second-period wealth is proportional to second-period wealth in the healthy state. If \( n = 1 \), the slope of the utility curve is inversely proportional to second-period wealth. Thus, the bias in the estimate of utility (absolute drop in consumption \( \times \) slope of utility curve) is the same independent of income or consumption, as illustrated in Figure 5. Since the estimate of the slope of the utility curve in poor health is unbiased, the estimate of \( ^* n = 1 \) remains unbiased. While there is some support in the literature for a coefficient of relative risk aversion of one (e.g., McTrick 1995; Chetty 2006), many papers estimate a substantially higher level of relative risk aversion (e.g., Gertner 1993; Cohen and Einav 2007). If \( n > 1 \), then marginal utility falls more than proportionally with wealth, resulting in a smaller drop in utility for rich individuals than for poor individuals. This will cause the slope of the estimated utility curve for poor health to be biased upward, leading to a positive bias in our estimate of \( ^* n = 1 \) and biasing against our finding of negative state-dependent utility.

Other cases follow the same basic intuition. For example, the drop in wealth may be less than proportional to wealth in the healthy state if there are absolute wealth declines associated with poor health (e.g., the reduction in the value of home production may be roughly constant across households). As a result of these absolute declines, the drop in utility associated with poor health is smaller at higher consumption levels, creating even more positive bias in our estimate of \( ^* n = 1 \), assuming \( n \geq 1 \).

Of course, if deterioration in health causes an increase in wealth, the sign of the bias is exactly the opposite of what has just been discussed, and therefore biases in favor of our estimate of negative state-dependent utility. This could occur when health deteriorations reduce an individual’s life expectancy; absent full annuitization, a reduction in life expectancy increases effective wealth (i.e., wealth per remaining year of life). We show below that any such bias is likely to be small in practice.

Finally, the same basic intuition applies when health changes are anticipated or transitory, or when there is an outside future consumption good with a state-independent marginal utility, such as bequests as in Lillard and Weiss (1997). In such cases, individuals would adjust their savings (re-allocate wealth) to equate marginal utility across current and future periods (and/or the outside good). For example, for negative state-dependent utility (i.e., \( n < 0 \)), people who know they will become sick will save less than they otherwise would have for future consumption. As a result of such reallocation, our estimate of state-dependent utility would be biased toward zero (for \( n \geq 1 \)) and would be unbiased for \( n = 1 \), whether or not the true state dependence were positive or negative.

---

28. The opposite would be true for a coefficient of relative risk aversion of less than 1 (for which there is little support in the literature) or potentially for the case in which the drop in consumption is disproportionately larger for richer individuals (which seems empirically less relevant).

29. Our health conditions were chosen to be chronic ones, so as to minimize the chance they are transitory. Indeed, they are coded as absorbing events. The extent to which they are anticipated is less clear. Smith (2005) argues with respect to the same chronic disease measures that while people may to some extent be able to anticipate the onset of a chronic disease, "much of the actual realization and especially the timing may be unanticipated."
TABLE 6. Income and consumption response to disease.

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>current income</td>
<td>0.017</td>
<td>0.016</td>
<td>0.033</td>
<td>0.035</td>
<td>0.035</td>
<td>0.037</td>
</tr>
<tr>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.003)</td>
<td>(0.033)</td>
<td>(0.033)</td>
<td>(0.035)</td>
<td>(0.035)</td>
</tr>
<tr>
<td>log(Y)</td>
<td>-0.003</td>
<td>0.036</td>
<td>0.0351</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.012)</td>
<td>(0.034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.774]</td>
<td>[0.292]</td>
<td>[0.172]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within Household std. dev. in</td>
<td>0.560</td>
<td>0.560</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
</tr>
<tr>
<td>Number of Diseases per Person ( \alpha )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.284</td>
<td>0.784</td>
<td>0.775</td>
<td>0.775</td>
<td>0.779</td>
<td>0.780</td>
</tr>
<tr>
<td>N</td>
<td>36721</td>
<td>36721</td>
<td>5014</td>
<td>5014</td>
<td>5014</td>
<td>5014</td>
</tr>
</tbody>
</table>

Notes: Table reports results from an OLS regression of the dependent variable on the covariates shown in the table, household fixed effects, wave fixed effects, and controls for household age, household size, and a dummy for whether the household is single. The Number of Diseases per Person is the total number of diseases in the household divided by the number of respondents in the household. The dependent variable in columns (1) and (2) is the current household income. The dependent variables in columns (3) through (6) are household consumption measures. All consumption measures include out-of-pocket medical expenditures. See Online Appendix B for more information on the consumption measures used in this table. All dependent variables are in logs. Standard errors adjusted to allow for an arbitrary variance-covariance matrix for each household over time, are in parentheses and p-values are in brackets.

Is Wealth Predetermined in our Sample? Some Suggestive Evidence. We now examine how current income changes as health deteriorates. In addition, for a bout 10% of our person-year observations, we are also able to examine whether consumption changes with adverse health events. We find no evidence of an economically significant change in either income or consumption following an adverse health event, but recognize that our estimates have sizable standard errors.

Table 6 shows the results. Since both income and consumption are household measures, our health measure becomes the number of chronic diseases per respondent in the household—that is, the average number of diseases per person—and we include household fixed effects instead of individual fixed effects. Column 1 indicates that a one-standard-deviation increase in the number of household diseases is associated with marginally statistically significant but economically insignificant 0.95% increase

---

30. Online Appendix B provides more detail on the small Consumption and Activities Mail Survey (CAMSS) module of the HRS, which allows us to construct a broad-based measure of total consumption as well as non-durable consumption. These consumption measures include out-of-pocket medical expenditures, so they can be considered proxies for second-period wealth.

31. This is an admittedly ad-hoc way of parameterizing family health. An alternative approach would be to perform our analysis just for single individuals, or to allow the effects to differ for single and married individuals and also across diseases. The results from these exercises (which we report in Online Appendix B) show similar or even smaller changes in income and consumption associated with health shocks for single individuals, but are very imprecise.
in current household income. The results in columns 3 and 5 respectively suggest that a one-standard-deviation increase in the number of household diseases is associated with a statistically and economically insignificant 1.41% increase in total consumption and 1.49% increase in nondurable consumption. We calculate that the resultant downward bias in our estimate of $\gamma$ if we use the point estimate of the 1.5% increase in consumption following a one-standard-deviation decline in health is too small to explain our finding of negative state dependence.\footnote{As we derive in Online Appendix E, the bias can be computed given an assumption about the curvature of utility and the proportionality of the effect of health on second-period wealth. We assume that any increase in wealth following a negative health event is proportional to wealth. Equation (E.9) in Online Appendix E shows that our estimate of $\gamma$ will be biased by approximately $1 - \alpha$, where $\alpha$ is the coefficient of relative risk aversion and $\gamma$ is the proportional change in second-period wealth from a health shock. For log utility ($\gamma = 1$) there is no bias. If we assume $\gamma = 3$, which is a standard assumption in models of insurance demand (e.g., Mitchell et al. 1999; Brown and Finkelstein 2008) or savings (e.g., Scholz, Seshadri, and Khitron 2006), then the point estimate of a 1.5% increase in nondurable consumption would produce an estimate of state-dependent utility of $-3.0\%.}$

Estimates of state dependence will also be biased if a decline in health leads to a proportional consumption change that differs by level of permanent income. For example, if compared to the case where a health shock leads to the same proportional change in consumption for everyone, a health shock leads the poor to consume relatively more than the rich; then we will underestimate the utility decline due to the health shock for the poor and overestimate this decline for the rich, thereby biasing toward our finding of negative state dependence. However, in columns (2), (4), and (6) of Table 6, we find that neither the income nor the consumption response differs significantly by level of permanent income. Moreover, the point estimate on the interaction term between the number of diseases and permanent income is generally positive, indicating that, if anything, a health shock leads to a relative consumption increase for the rich, which would generate a positive bias in the estimate of state dependence.

The most plausible reason why consumption might increase following an adverse health event—and thus biasing toward our finding of negative state dependence—is that the onset of disease reduces life expectancy, resulting in an increase in the effective resources available for consumption for individuals who are not fully annuitized. To gauge this potential bias, Table 7 compares the results in the full sample (column (1)) to results in a sample limited to those with more than 50% of their permanent income annuitized (column (2)) or more than 75% annuitized (column (3)). The implied magnitude of state dependence, shown in the bottom row, remains remarkably stable, though the decrease in sample size causes the estimate in column (3) to not be statistically significant at conventional levels.
TABLE 7. Alternative sample restrictions.

Baseline sample restrictions: Age ≥ 50, NILF, Has Health Insurance

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( X &gt; 50% )</td>
<td>( X &gt; 75% )</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td></td>
</tr>
<tr>
<td>( \text{NUM_DISEASE}<em>{t, t} \times \log(\hat{y})</em>{t} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>–0.009</td>
<td>–0.013</td>
<td>–0.014</td>
</tr>
<tr>
<td>(0.004)</td>
<td>(0.006)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>(0.018)</td>
<td>(0.033)</td>
<td>(0.134)</td>
</tr>
<tr>
<td>( \log(\hat{y})_{t} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.048</td>
<td>0.037</td>
<td>0.083</td>
</tr>
<tr>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>( \text{NUM_DISEASE}_{t} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>–0.031</td>
<td>–0.032</td>
<td>–0.015</td>
</tr>
<tr>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>(0.001)</td>
<td>(0.014)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>( \hat{R}^{2} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.474</td>
<td>0.459</td>
<td>0.465</td>
</tr>
<tr>
<td>( N )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45447</td>
<td>26506</td>
<td>15940</td>
</tr>
<tr>
<td>( \text{Number of individuals} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11514</td>
<td>6437</td>
<td>3920</td>
</tr>
<tr>
<td>( \text{Within person standard deviation of } \text{NUM_DISEASE}_{t} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.025</td>
<td>0.047</td>
<td>0.052</td>
</tr>
<tr>
<td>( % \text{ change in marginal utility for a 1 std. dev change in } \text{NUM_DISEASE}_{t} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 1 = 3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>–11.2%</td>
<td>–12.8%</td>
<td>–10.9%</td>
</tr>
<tr>
<td>(0.018)</td>
<td>(0.034)</td>
<td>(0.133)</td>
</tr>
</tbody>
</table>

Notes: Column (1) reports the results from the baseline specification in Table 2; see notes to Table 2 (Panel A) for more details. Columns (2) and (3) report results limiting the baseline sample based on the fraction of permanent income coming from social security, SSI, SSDI, employer pensions, and annuities. All employer pension income must come from Defined Benefit pensions or else the individual is dropped from the samples in both columns (2) and (3). Standard errors are in parentheses and are adjusted to allow for an arbitrary variance-covariance matrix for each individual over time; \( p \)-values are in brackets; the \( p \)-value for \( 1 = 3 \) is bootstrapped based on 10,000 iterations, resampling individuals with replacement.


Our finding of negative state dependence implies a lower optimal level of health insurance and fraction of earnings saved for retirement than what would be optimal with a state-independent utility function. To provide a rough sense of the effects of our estimated degree of state dependence, we simulate its impact on the optimal level of health insurance and the optimal savings rate using the model presented in Section 3.1, generalized to allow the elasticity of demand for health services to differ from the coefficient of relative risk aversion (see footnote 8 and Online Appendix A). Naturally, this exercise requires a number of modeling assumptions that may influence the quantitative estimates. At a broad level, however, it provides some guidance as to the potential substantive implications of our estimated state dependence.
TABLE 8. Optimal savings rate, $s^\star$

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$= 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$= 0.2$</td>
<td>$= 0.5$</td>
<td>$= 3$</td>
<td>$= 0.2$</td>
<td>$= 0.5$</td>
<td>$= 3$</td>
<td>$= 0.2$</td>
<td>$= 0.5$</td>
<td>$= 3$</td>
<td></td>
</tr>
</tbody>
</table>

Notes: This table presents the results of the life-cycle savings simulation. Each column reports results from alternative values of the coefficient of relative risk aversion ($\lambda$) and the inverse of the intertemporal elasticity of substitution ($\sigma$). In each column, we report optimal savings rates ($s^\star$) for three values of the state dependence parameter ($\gamma$). The following parameters are used in this simulation: ratio of health consumption to non-health consumption ($\alpha$) = 0.238, health insurance benefit level ($b$) = 0.851, the elasticity of substitution between health consumption and non-health consumption ($\sigma$) = −0.20, and the probability of entering the sick state ($\phi$) = 0.5. The annual discount rate ($\delta$) is set to 0.027 when $\gamma=3$ and $\gamma=3$. For other columns, $\gamma$ is chosen so that optimal savings when $\gamma=0$ is the same in all simulations. The annual rate of return on savings ($r$) is drawn with replacement from the historical distribution of real S&P 500 returns. See Section 6 and Online Appendix C for more details on the simulation.

The optimal savings rate $s^\star$ is a direct outcome of the generalized model (see equation (A.24)), and we define the optimal level of health insurance $b^\star$ as the level of $b$ that maximizes lifetime utility (from equation (1)) if individuals treat $b$ and as given and the tax rate is set to satisfy the government budget constraint. Our empirical estimates report the change in marginal utility in response to a one-standard-deviation increase in the number of diseases. Because our model is based on a binary health variable, we approximate a movement from the healthy to the unhealthy state as a movement from having one standard deviation fewer than the average number of diseases to one standard deviation more than the average number of diseases (a total change of two standard deviations in the number of diseases). Therefore, the appropriate $\gamma$ for the simulations is roughly twice the size of the $\gamma$ estimated presented in Table 3. To capture our range of estimates, we report the simulations for $\gamma = -0.2$ and $\gamma = -0.4$. We set the elasticity of demand for health services equal to −0.20 in order to match the empirical estimates from the RAND Health Insurance Experiment (Manning et al. 1987). Rather than assuming a fixed real interest rate, we allow the real interest rate to have the same stochastic properties as the historical S&P 500 real returns. As a result, the model no longer has closed-form solutions and we therefore solve it numerically. The full details of the simulations are given in online Appendix C.

Table 8 presents the results of the life-cycle savings calibration. Each column reports results from alternative values of the coefficient of relative risk aversion ($\lambda$ = 1, 3, 5) and the inverse of the intertemporal elasticity of substitution ($\sigma$ = 0.2, 0.5, 3). In each column, we report optimal savings rates for three values of the state dependence

---

33. We use the same range of values for the coefficient of relative risk aversion ($\lambda$) as in Section 4.2. We adopt Gruber’s (2006) estimate of an intertemporal elasticity of substitution of 2 ($\sigma$ = 0.5) as our central estimate. To reflect the uncertainty in the value of the IES, we also report calibrations for an IES of 1/3 and an IES of 5.
parameter \( \lambda = 0.0, -0.2, -0.4 \). In all columns, the results confirm that negative state dependence reduces the optimal level of savings. The magnitude of the savings response is primarily governed by the intertemporal elasticity of substitution, since a higher IES implies that individuals are more responsive in reallocating consumption between the periods in response to a differential in marginal utilities.\(^3\) We find that for plausible ranges of negative state dependence \((-0.2 \text{ to } -0.4)\) and for an IES of 2, saving rates are about 10\%-25\% lower than what they would be absent state dependence.

In the second calibration exercise, the social planner chooses the optimal health insurance benefit level \( b^* \) using the same model used in the individual life-cycle savings calibration. The calibration measures how the optimal health insurance benefit level varies with the state-dependent utility parameter \( \lambda^* \). Therefore, in this simulation \( b \) and \( \lambda^* \) are no longer exogenous parameters (as they were previously), but rather \( b \) is chosen optimally by the social planner to maximize ex-ante expected utility of the consumer, taking into account the endogenous behavioral response to any change in policy. As in the previous simulation, we require that the government budget must balance in expectation, which determines \( b \) for a given choice of \( \lambda^* \). Finally, we emphasize that this health insurance calibration follows our model, in which health is a binary variable. Thus, the optimal insurance levels are best thought of as the optimal level of insurance for health shocks that move someone from one standard deviation above median health to one standard deviation below median health. For larger health shocks, optimal health insurance benefit levels would be higher. Hence, this calibration is illustrative only for medium-sized health shocks.

Table 9 presents the results of the optimal insurance calibration. We find that for plausible ranges of negative state dependence the optimal level of health insurance is markedly lower than it would be absent state dependence. For our central estimates of risk aversion and the IES \( \lambda = 3 \) and \( \lambda^* = 2 \), negative state dependence in the range of \(-0.2 \text{ to } -0.4\) reduces optimal level of health insurance by 20 to 45 percentage points. The size of the reduction depends primarily on the coefficient of relative risk aversion because this parameter is also equal to minus the elasticity of the marginal utility of second-period consumption with respect to second-period consumption. A back-of-the-envelope calculation would suggest that if poor health reduces the marginal utility by \( \lambda^* \), optimal second-period consumption in the sick state falls by a factor of \( 1 - \lambda^* \). If health expenditures are a fraction \( m \) of second-period consumption, second-period consumption can be reduced by a factor of \( \lambda^* \) by reducing the fraction of health expenditures reimbursed by \( \lambda^* \) \( \approx \) \( m \).\(^3\) This back-of-the-envelope calculation

\(^3\) A back-of-the-envelope calculation would suggest that the relative change in the ratio of second-period consumption to first-period consumption is equal to the IES \( \lambda^* \) times the relative drop in the expected marginal utility in the second period caused by state dependence. This expected drop in marginal utility is the probability of sickness \( p \) times our state dependence parameter \( \lambda^* \). So, the back-of-the-envelope calculation would suggest that \( 1 \ln(C_2/C_1) = 1 \ln(\exp[1 - \lambda^*]) \approx (1 - \lambda^*) \times p \times \lambda^* \). Applying this calculation to \( \lambda = 0.5 \) and \( p = 0.5 \) yields \( \lambda^* = 22.4\% \) for \( \lambda^* = -0.2 \) and \( \lambda^* = 19.1\% \) for \( \lambda^* = -0.4 \). These back-of-the-envelope calculations are reasonably close to our calibrations, which further take into account risk aversion, medical expenditure decisions, and the stochastic nature of interest rates.

\(^3\) This back-of-the-envelope formula also explains why \( b^* \) can be negative for low values of \( \lambda^* \). If the optimal reduction in second-period consumption \( \lambda^* \) exceeds the medical expenditures that the
TABLE 9. Optimal level of insurance, $b^*$.  

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^*$</td>
<td>0.2</td>
<td>0.5</td>
<td>3</td>
<td>0.2</td>
<td>0.5</td>
<td>3</td>
<td>0.2</td>
<td>0.5</td>
<td>3</td>
</tr>
<tr>
<td>$\beta^*$</td>
<td>7.8%</td>
<td>13.1%</td>
<td>17.7%</td>
<td>77.2%</td>
<td>36.3%</td>
<td>42.8%</td>
<td>37.1%</td>
<td>46.7%</td>
<td>52.8%</td>
</tr>
<tr>
<td>$\gamma^*$</td>
<td>-21.0%</td>
<td>-31.3%</td>
<td>-45.8%</td>
<td>14.9%</td>
<td>17.7%</td>
<td>20.3%</td>
<td>32.1%</td>
<td>36.3%</td>
<td>39.5%</td>
</tr>
<tr>
<td>$\delta^*$</td>
<td>-75.8%</td>
<td>-106.1%</td>
<td>-177.7%</td>
<td>-68.8%</td>
<td>-7.8%</td>
<td>-9.0%</td>
<td>20.2%</td>
<td>22.3%</td>
<td>24.2%</td>
</tr>
</tbody>
</table>

Notes: This table presents the results of the optimal insurance simulation. Each column reports results from alternative values of the coefficient of relative risk aversion ($\gamma$) and the inverse of the intertemporal elasticity of substitution ($\delta$). In each column we report optimal level of insurance ($b^*$) for three values of the state dependence parameter ($\beta^*$). See notes to Table 8 for the parameter values used in this simulation. See Section 6 and Online Appendix C for more details on the simulation.

suggests that for $b^* = 3$, $\beta^* = 0.2$, and $\gamma^*$ in the range of $-0.2$ to $-0.4$, the level of optimal health insurance for a medium-sized health shock is 30 to 55 percentage points lower than what it would be absent state dependence. The results from the calibrations differ from this back-of-the-envelope calculation because the calibration further takes into account that insurance distorts the tradeoff between health services and nonmedical consumption and that individuals can partially self-insure through precautionary savings.

7. Conclusion

If the marginal utility of consumption varies with health, a number of well-studied economic problems, including the value of insurance and the optimal profile of lifecycle savings, will be affected. Yet the sign of any such state dependence is a priori ambiguous, and there are relatively few empirical estimates of state dependence.

Our approach is to estimate how within-person adverse health events affect a proxy for utility, and to compare this effect across individuals with different levels of permanent income. We implement this approach using seven waves of panel data on older individuals from the Health and Retirement Study and using a measure of subjective well-being as our primary proxy for utility. Across a wide range of alternative specifications, we find robust evidence that a deterioration in health is associated with a statistically significant decline in the marginal utility of consumption. We estimate that a one-standard-deviation increase in the number of chronic diseases of an individual is associated with a $10\%$-$25\%$ decline in marginal utility of consumption relative to marginal utility of consumption when the individual has no chronic diseases. The results from two highly stylized calibration exercises suggest that this magnitude of state dependence can have a substantial effect on important economic behaviors. For

individual would choose absent insurance, then this consumption reduction can only be achieved by taxing medical expenditures—that is, by having a negative $b^*$.  

example, these exercises suggest that, relative to the standard practice in the applied literature of assuming a state-independent utility function, the level of state dependence we estimate lowers the optimal share of medical expenditures reimbursed by health insurance by about 20 to 45 percentage points and lowers the optimal fraction of earnings saved for retirement by about 3 to 5 percentage points.

Our findings also raise several important questions for future work. We estimate the average effect on marginal utility from the onset of common chronic diseases in a population of older individuals. While the average effect is the relevant one for many economic questions (such as the optimal level of savings), it would nonetheless be interesting to explore whether different chronic diseases have the same effect on marginal utility; unfortunately, we lack the statistical power to do so. Likewise, the data do not permit us to estimate the effect of acute diseases on marginal utility, nor do they permit analysis of state dependence in a prime-age population. In a similar vein, our analysis has focused on the possibility that marginal utility varies with health while leaving unexplored the possibility of other types of state dependence, such as how marginal utility of consumption is affected by leisure relative to labor. We hope that our paper serves as a point of departure for further work on these important topics.
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