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168 Comment by J. Green

Therefore, it seems to me that the principal question left open in the
wake of Kirman’s chapter is whether active nonmyopic learning rules
exist that can actually be beneficial to the participants when the model
set forth is given a genuine dynamic optimization structure. If so, one
must view the results of this chapter with some.caution, as the misspeci-
fication becomes more likely to be discovered. '

CHAPTER 9

Equilibrium theory with learning and
disparate expectations: some issues
and methods

ROBERT M. TOWNSEND

9.1. Introduction

Motivated by certain stylized facts or observations, and perhaps by a
desire to develop models that offer a reliable guide for policy, economists
have developed equilibrium models that are more and more sophisticated
in their treatment of time and imperfect information. The profession has
witnessed a movement from static models to dynamic models with per-
fect foresight and, more recently, with the advances of Muth (1961),
Lucas and Prescott (1971), and Lucas (1972, 1975), among others, to
dynamic models with uncertainty and rational expectations.! Muth’s
work (1961) was motivated by two major conclusions from studies of
expectations data: ¢‘1. Averages of expectations in an industry are more
accurate than' naive models and as accurate as elaborate equation sys-
tems, although there are considerable cross-sectional differences of
opinion. 2. Reported expectations generally underestimate the extent of
changes that actually take place.”” Muth goes on to invoke his rational
expectations hypothesis, ‘‘that the expectations of firms (or, more gen-
erally, the subjective probability distribution of outcomes) tend to be dis-
tributed, for the same information set, about the prediction of the theory
(or the ‘objective’ probability distributions of outcomes)’’ and to estab-
lish that both the periodic movement of time series displayed in so-called
corn-hog cycles and the second preceding observation can be explained

Helpful comments from Lars Peter Hansen, Thomas J. Sargent, John Taylor,
Roswell G. Townsend, and the participants of the conference in New York and a
seminar at the University of Pennsylvania, and support from the National Science
Foundation and the Alfred P. Sloan Foundation, are all gratefully acknowl-
edged. The author assumes full responsibility for any errors, as well as for the
views expressed here,

! Needless to say, this chapter does not attempt to trace the development of the
~ rational expectations equilibrium notion or to tie together the microeconomic

and macroeconomic literatures. '
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with that hypothesis. Similarly, Lucas and Prescott’s work (1971) was
motivated by econometric considerations, a desire to develop a guide
as to how variables measuring anticipated future demand should be
placed in industry investment rules; in making forecasting considerations
explicit, they invoked the more general rational expectations hypothesis
that the entire subjective and objective probability distributions be equal.
Finally, Lucas’s work (1972, 1975) on business cycles was motivated by
the desire to explain certain key cross-correlation and serial-correlation
properties of prices, unemployment, and output and to develop models
with implications about the way in which reduced-form equations might
change with changes in the systematic component of stabilization policy.
Thus, Lucas developed formal equilibrium analysis consistent with
rational but disparate expectations across decision makers.

Despite these advances, there remains some concern with the use of the
rational expectations hypothesis. It is perhaps unwise to attempt to speak
for others, but this concern itself may be motivated by economic obser-
vations. Rational expectations, it is thought, require essentially uniform
beliefs at some level and imply more stationarity or stability of time series
than is consistent with even casual observations. Put rather crudely, deci-
sion makers do not agree about things that keep moving around. Indeed,
it is easy to read Keynes (1936) on the role of expectations in stock
markets and Pigou (1929) on the role of expectations in industrial fluctu-
ations and sustain the view that equilibrium analysis is inappropriate. It
was Keynes’s view that with the opening of stock exchanges, investors
shift from a concern with long-term determinants of profitability or yield
to a concern with short-term movements in the market prices themselves.
Thus, conventional valuation will be ¢‘established as the outcome of the
mass psychology of a large number of ignorant individuals which is liable
to change violently as the result of a sudden fluctuation in opinion due to
factors which do not really make much difference to prospective yield.”’
In this environment, Keynes believed that even expert professionals
“‘possessing judgment and knowledge beyond that of the average private
investor’’ would be forced to concern themselves with average opinion.

Similarly, Pigou (1929) argued that the key feature of cycles is that deci-,

sion makers are unaware of what others are doing and are thus bound to
make mistakes, that is, to make forecast errors; of course, this is also a
key idea in Lucas (1975). Further, Pigou argued that these errors can be
mutually generated, that is, with errors of optimism generated by errors
of pessimism, and so on.

The research program of which this chapter is a part continues in the
tradition of enriching equilibrium theory, extending it to the point that it
might begin to address some of the observations that Keynes and Pigou
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had in mind. Thus, it follows Muth, Lucas, and Prescott, among others,
adopting a strategy described by Hayek (1939), offering precise equi-
librium constructs to explain relatively complicated dynamic phenom-
ena. Of course, the equilibrium constructs of this chapter should not be
taken as literal descriptions of the way the world works; as in Muth, it is
not asserted here that the system of equations resembles the scratchwork
of entrepreneurs in any way. Moreover, one can argue, as did Muth
(1961), that rationality of expectations is a logical (albeit somewhat
extreme) specification to examine, an assumption that can be modified:
“‘Systematic biases, incomplete or incorrect information, poor memory,
etc. can be examined with analytical methods based on rationality.”’
For this research program to be successful, equilibrium models with
learning and with disparate but rational expectations must be tractable.
Unfortunately, such models are not currently regarded as tractable by
many in the economics profession, perhaps for a variety of reasons. First,
models with learning are frequently used to address the question whether
or not there will be convergence to rational expectations equilibria. In-
deed, Muth (1961) and Lucas and Prescott (1971) suggested that rational
expectations should be regarded as the natural outcome of some unspeci-
fied process of learning and adapting on the part of decision makers. But
attempts to model that process have produced mixed conclusions; see
Arrow and Green (1973), Cyert and DeGroot (1974), Townsend (1978),
DeCanio (1979), Bray and Kreps (1981), Blume and Easley (1982), Bray
(1982), and Frydman (1982). In general, convergence to (strong-form)
rational expectations seems problematical, and there remain many open
questions concerning how best to model learning processes and to pose
stability questions. Second, equilibrium models with rational but dis-
parate expectations often seem to require that decision makers not only
f@mg economic state variables but also forecast the fore-
casts of others. This can be viewed as quite demanding. [See also B.

an object of speculatlon in these models, and this in turn can lead to an
infinite regress problem in which decision makers forecast the forecasts
of forecasts of others, and so on. Finally, and related, Lucas (1975),
Chari (1979), and Futia (1981) have indieated analytical difficulties in
solving for closed-form solutions in models in which decision makers
forecast from endogenous time series, encountering the infinite regress
problem, nonlinear equations, or an infinite number of state variables.’
Thus, on the one hand, there is the hope that one might explain the
2 This reference is somewhat misleading, because in one way or another these
authors do solve their respective problems. The solution procedures offered
here are not unrelated.
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movement of economic time series in equilibrium models with learning
and with disparate but rational expectations; on the other hand, there is
the view that such models are difficult to solve. This chapter takes a step
toward resolving this dilemma by devoting much of its attention to the
formulation-analysis issue. That is, the basic intent of the research of
which this chapter is a part is to.find constructs and techniques that will
prove useful in a variety of economic models. In this regard, these efforts
have been somewhat successful; it is argued here that the class of linear
dynamic models with learning and with disparate but rational expecta-
tions is indeed tractable under a wide variety of information speci-
fications. Moreover, these models do deliver qualitatively interesting
time series, as hoped. In particular, even in a simple setting, they deliver
waves of optimism and pessimism and cyclical fluctuations in output.
This chapter proceeds by fixing a simple, partial equilibrium, industry
model that might be suggested by a reading of Muth (1961), a basic struc-
ture with shocks to demand that are the sum of a (relatively) permanent
component and a transitory component. There follows .an investigation
of what problems arise and what formulation-solution techniques are
needed as the information structure is varied in the simple model. With
arbitrary prior beliefs on the initial demand shock, there is an infinite
regress problem in forecasts. But that problem has a natural solution, at

least in principle, in an infinite-dimensional space (see Section 9.3).

Moreover, statistical decision theory frequently can be used to pin down
the source of prior beliefs, and in that way one can return to finite-
dimensional state space methods, such as the Kalman filtering algorithm -
Bayes’s rule for linear dynamic systems (see Sections 9.4, 9.5, and 9.6).
In particular, recursive structures with informed and uninformed traders
are tractable. And even when simple Kalman filtering is inapplicable, the
infinite regress problem can be solved by a nonlinear technique in a
finite-dimensional space, the space of undetermined coefficients for
moving average representations of economy-wide average forecasts (see
Section 9.7).

In all these information specifications, decision makers take as given
linear laws of motion of state variables, such as shocks and forecasts,
that they do and/or do not see, and more often than not these laws have
time-invariant coefficients. That is, as in Muth’s early formulation
(1961), state variables take on period-by-period realizations as. if gen-
erated from well-defined stationary stochastic processes. These ‘‘self-
fulfilling’’ stochastic processes are the analogues of the ‘‘self-fulfilling’’
price distributions in relatively static rational expectations models. It
should be noted also that to.the extent that the state variables are unob-
served, the information specifications here contain unobserved com-
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ponents or latent variables. Such latent variable constructs have become
increasingly useful to economists studying social phenomena; see, for
example, Friedman (1957) and Muth (1960) on permanent income,
Crawford (1976) and Jovanovic (1978) on labor turnover and job match,
and Kydland and Prescott (1981) and Meltzer (1981) on fluctuations. For
a more comprehensive discussion of the relationship between economic
models with uncertainty and statistical decision theory see Prescott and
Townsend (1980).

Finally, it may be emphasized again that in this chapter the interest in
equilibrium models with learning and with disparate but rational expec-
tations is motivated by the search for abstractions with testable implica-
tions, that is, abstractions capable of explaining the movement of
economic time series. On this account, dynamic linear equilibrium
models show some promise, and on this account (but certainly not
others) the issue of whether or not there is convergence to strong-form
rational expectations outcomes loses some of its interest (see Section
9.5). In particular, there can be convergence in such models to a steady
state suitable for econometric purposes - the variance-covariance ma-
trices of beliefs settle down, so that coefficients in the laws of motion are
time-invariant. But in such a steady state, means of beliefs are subject to
economic and measurement error shocks and thus move around in an
interesting way, a movement that is not predicted in strong-form rational
expectations equilibrium (of the same model). In fact, as noted earlier,
such shocks can induce oscillations and the waves of optimism and pessi-
mism that Pigou (1929) had in mind. More generally, the research pro-
gram of which this chapter is a part builds on the contributions of
Hansen and Sargent (1980a, 19805, 1981) and Sargent (1978, 19814) on
the formulation and estimation of dynamic linear rational expectations
models, incorporating learning and information discrepancies across
decision makers. Of course, all this work is designed to circumvent
Lucas’s critique (1976) of conventional econometric policy evaluation.

9.2. The basic model

Following Muth (1961), a linear partial equilibrium framework is adopted.
Each of a set of firms maximizes expected profit, a function that is qua-
dratic in output. This produced commodity is sold in a competitive mar-
ket with stochastic demand. Production decisions must be made prior to
the realization of the demand. Subsequent to the realization of demand,
the market clearing price is the one that would be determined by a
Walrasian auctioneer. There are no contingent commodity markets.
Under these assumptions, the production decision of each firm is a linear
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function of the expected price. In terms of generality, neither the lin-
earity nor the partial equilibrium approach nor the exogenous restriction
on markets nor the risk neutrality is satisfactory.

It is assumed that there are many firms, so that each regards his own
contribution to market output and his influence on market beliefs as
negligible. Formally, this is accomplished by supposing that the set of
firms I is the unit interval. That is, firm i has label i €[0,1]. Let gq;,
denote the output of firm J at time ¢. Let P, denote the market price of
the commodity output at time . Qutput g;; must be chosen prior to the
realization of P,. Prior to its realization, suppose each firm / believes that
P, is a real-valued random variable with mean E;, (P,). Each firm acts to
maximize E;,(P,)q; — (1/2a)(q,;)?, where a> 0, with respect to g;,. This
yields the linear decision rule g;, =aE;,(P,). Also, let Q;,={g;,di denote
agg}egate or average output at time ¢, where it is supposed, both here and
later, that such Lebesgue integration is well defined.

In conjunction with market clearing (i.c., supply equals demand),
price P; is determined by the linear demand schedule P,=6,+¢,—bQ,,
where b>0. Here {¢,} is a sequence of independent and identically dis-
tributed random variables, completely transitory shocks, each of which
is normally distributed with mean zero and variance o?. Parameter 6,,
the relatively permanent shock, follows the first-order Markov process
0,+1=p0;+ 0,4, where |p|<1and {v,} is a sequence of independent and
identically distributed random variables, each with mean zero and vari-
ance o2, independent of the {¢,}. Finally, it should be noted that the basic
model and all of its information variants that follow have steady states of
zero. Thus, variables should be interpreted as deviations from means
both here and later.

9.3. Arbitrary prior beliefs and the infinite regress problem in
expectations: a solution?

Now suppose that at the end of each period ¢, firms see P, but do
not see (directly) w. Suppose also that both the rela-
tively permanent and transitory components of demand, 6, and e, are
unobserved. Then, in choosing output g; ,.; at the beginning of period
t+1, firm / will attempt to forecast P, ;, which, under market clear-

3 This section builds on the work of Townsend (1978), where the solution pro-
cedure was first described. However, the discussion here is marked by a strik-
ingly simpler and more conventional definition of equilibrium - one that
removes strategic considerations among decision makers (as described later).
With this definition, it is easier to describe the solution algorithm, one that
handles the added generality here of a Markov process on 6.

Learning and disparate expectations 175

ing, is a linear combination of the forecast of 6,,, and Q;;,, namely,
Ei 1+1(Pry))=E; 141(0;41) —DE; 141(Q¢41). But how does the firm
forecast Q;,,? Taking account of the symmetry of the situation, we
might suppose that each firm recognizes that all the other firms are
attempting to solve a similar forecasting problem. Hence, if firm i’s
output decision g; ,,; depends at least on E; ,.;(6,4), aggregate out-
put Q,.,, must depend at least on market anticipations of 6,.,, namely,
VE; t+1(8¢+1) dj. So firm i will attempt to forecast this market anticipa-
tion, E; ;1 | Ej ;+1(0;:4+1) dj. But again, by the symmetry of the situa-
tion, other firms form such anticipations. So again, to be one step ahead
of the market, so to speak, firm i will attempt to forecast these latter
forecasts E; ;41 [ Ej t+1 § Ex,¢+1(0;+1) dk dj, and so on. Thus described is
an infinite regress problem in expectations.

It is argued in this section that this infinite regress problem necessarily
emerges in the basic model if one is only willing to specify arbitrary
initial prior beliefs on the part of firms about the parameter 6, and about
the beliefs of other firms. But, perhaps contrary to appearance, the
infinite regress problem does have a solution, at least in principle, in an
infinite-dimensional space. That is, there exists a dynamic competitive
equilibrium with rational but disparate expectations. Taken up in the
next section is a discussion of how to resolve the infinite regress problem,
perhaps in a more natural way, by truncating the infinite regress,

The discussion of this section will be aided considerably by a small
investment in notation. So let ¢g, =6, for all £. Let the prior of firm i on
6, at time ¢ be termed its zero-order belief on 6; with expectation m, (i).
Regard the economy-wide average of these forecasts myg,(j) dj as
another variable ¢,,. Let the prior of firm i/ on ¢,, at time ¢ be termed its
first-order belief on 6, with expectation m;,(i). Regard the economy-
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wide average of these forecasts | m;,(j) dj as another variable ¢,,. Let Jmik

the prior of firm i on ¢,, be termed its second-order belief on 6, with
expectation my,(i). Continuing recursively in this manner, let ¢, =
{m,_y (j)dj for all integers n=1.
‘Now define an infinite-dimensional vector of variables ¢, = { ¢,\,’:, nz0}.
Let m, (i) ={m,, (i), n 20} be an infinite-dimensional vector of expecta-V
tions on ¢,, and let £(¢,) denote a doubly-infinite dimensional matrix of
covariances with (k+1)th row and (n+1)th column element oy, (¢,).”
We shall suppose that firm i’s beliefs about 6, and about the beliefs of
other firms are completely described by the infinite-dimensional normal
distribution with mean m, (i) and covariance matrix £(¢,;). The covari-
ance matrix is common knowledge. Thus, in this specification, means can
vary across firms i, but covariances cannot. But both means and covari-
ances can evolve over time. Beliefs at #=0 are taken as an initial condition.
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With this notation, the definition of a competitive equilibrium is now
relatively straightforward.

Definition 1: A dynamic competitive equilibrium with rational but
disparate expectations is a specification of a decision rule for each firm

€1, :
l - P of wrH dreeil

Qit= L On My (i) = Qo Moel)r 4 Miels) s — (1)
n=0 ~ : .

a rule for economy-wide average output,
Q= ) Bn¢n+l,t Oe« = th'ﬁ ‘964 )
n=0

laws of motion for the variables ¢;, fsgt*» 1] E

@0, t+1=PPor + Vs 41 éoftﬂ: Oi+1 3)

¢k,z+1=5ko(t)Pz+n§15kn(t)¢m (k=21) C))
laws of motion for the forecasts of the ¢, for each firm i €1,
mk,t+1(i)=’Yk+1,o(t)Pt+"§07k+1,n+1(f)mnt(i)30 (k20) (5)

and market clearing equation,

Pi=¢g;+¢,—bQ; ©

such that the following hold.

(i) Maximization: The decision rule (1) is maximizing for each firm i
given the average output rule (2) and market clearing condition (6).

(ii) Statistically correct forecasting: The laws of motion for forecasts (5)
are statistically correct for each firm i given the average output rule (2),
market clearing condition (6), and parameter laws (3) and (4).

(iii) Consistent aggregation in output: The average output rule (2) is

consistent with the individual decision rules (1); that is, o, =8,, # 20.

(iv) Consistent aggregation in forecasts: The laws of motion for fore-
casts (5) over all i generate the laws of motion for variables (4); that is,

Yin (1) =0kn(2) (k21, n20)
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The definition is self-explanatory in large part, but some additional
comments seem appropriate. One notes in -particular the separation
between individual and average laws, both in output and in forecasts.
That is, each 7 firm takes the average output rule (2) and laws of motion
of parameters (3) and (4) as given in determining its own output and in
making its own forecast. This keeps strategic interaction at a minimum.
In fact, substituting (2) into (6) completely removes the dependence of
the output decision of firm / on the average decision Q,; just as in a
standard rational expectations equilibrium, there is a kind of self-
fulfilling distribution in prices.

" An equilibrium may seem difficult to compute, but it is not. Essen-
tially, all one needs to do is make the substitutions suggested in con-
sistency requirements (iii) and (iv), and then search for the undeter-
mined coefficients {a,} in (1) and (2) and the undetermined coefficients
{Ykn(£)} in (4) and (5). Moreover, these searches can be conducted recur-
sively, as is now indicated. First, use (1), (2), and (6) to determine the
{a,}. Under some mild regularity conditions, there exists a solution of
the form «, = (—1)"a(ab)”, n =0 (see Townsend, 1978, proof of Prop-
osition 2). Second, consider the updating problem of firm i. Using (2)
and (6) again, the posterior of firm i on the variables ¢, at the end of
period ¢ is a weighted average of its prior and the observation P;; see
Townsend [1978, equations (12) and (13)], for a similar calculation. The
weights are determined by ratios of linear combinations of covariances,
all in terms of the (known) parameters of L(¢,), o2, 02, a, and b. Now
attack the system recursively. The law of motion for ¢, is given in (3). So
the posterior on ¢g, (just determined) and the law (3) give the updating
formula of firm i for ¢ ,4, that is, (5) at k=0. Averaging over firms /
produces law of motion for ¢, .4, that is, (4) at k=1. Now take the
expectation of firm / over ¢; ,.; and substitute the posterior formulas for
all the ¢,. This yields (5) at k=1. Then average over all firms i to produce
(4) at k=2. One can proceed in principle to compute all the infinite laws
in this manner.

Thus, the infinite regress problem has a direct solution, at least in
principle. But various potential drawbacks of this setup and its solution
should be noted. First, it must be verifiedthat the many infinite sums are
well defined. Second, and related, in computing a solution one has to
hope for closed-form solutions or hope that iterative procedures can be
truncated after some point. Third, the coefficients in the equilibrium
representation vary over time, an aspect that can only complicate econo-
metric work; one hopes that these converge to constants over time.
Fourth, and related, one hopes that the influence of the initial priors
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dissipates over time. In subsequent sections, all these hopes are fulfilled
with alternative setups and solution techniques.

9.4. Truncating the infinite regress: the gain from statistical
decision theory

As noted, we might be happier for conceptual and computational rea-
sons if the regress of the previous section could be truncated after some
point. [Even Keynes (1936) stopped with third-order expectations in his

‘observations on the stock market.] A sufficient way to truncate is for

there to be common knowledge of expectations at some (finite) order.
This section discusses various ways in which such common knowledge
might occur.

To begin the discussion, imagine in the setup of the previous section
that there is diversity at the beginning of period ¢ regarding the forecasts
of §,, that is, that the m, (i) vary over i. But suppose for some reason or

other that there is agreement on the extent of the disagreement, that is,"

that the average of these forecasts is known, known to be known, and so
on, that is, | my, (/) dj is common knowledge. Then it can be established
as a special case of the previous analysis that there exist equilibrium
decision rules of the form :

a(ab)
1+ab

Moreover, in this case, because economy-wide output Q, is known,
statistical updating produces the result that § mg, () dj will remain com-
mon knowledge in every period; see Townsend (1978, p. 487) for details.

It is problematical how common knowledge of some finite-order fore-
casts might be achieved. Surveys of expectations would surely help, but
of course there are sampling and survey errors. In general, this is an area
for future research efforts (Townsend, 1978, Section 6).

This brings us to perhaps the most compelling modeling strategy for
truncating the infinite regress: statistical decision theory. Imagine that
each decision maker’s beliefs are not arbitrary but rather are the result of
conditioning on a joint distribution on some specific observations. Then
decision makers do not necessarily share common forecasts (conditional
distributions). But they will have common knowledge of the way others
are making their own forecasts (i.e., the statistical updating formulas),
and in some contexts this can be enough to truncate the infinite regress.
The following three sections, each of which is intended to illustrate a sep-
arate point, illustrate this gain to statistical decision theory in succes-
sively more complicated information structures.

gie=amy, (i) EGr
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9.5. Learning, convergence to rational expectations, and the
existence of steady-state distributions: some conceptual
issues

In introducing and developing the concept of rational expectations,
Muth (1961) and Lucas and Prescott (1971) have argued that the notion
of rational expectations is an equilibrium concept and should be re-
garded perhaps as the outcome of some unspecified process of learning
and adapting on the part of economic decision makers. Recently, various
authors have taken up this issue, asking whether or not models with
learning converge to the rational expectations equilibrium outcome. This
section addresses the convergence question.

To pose the issue of learning here, a limiting special case of the general
model is considered first. Imagine that each of the parameters 6, is equal
to some constant 6, that is, that p=1and ¢2=0. In this context, a rational
expectations equilibrium is a self-fulfilling price distribution; that is, a
distribution of prices that, if taken as given by firms and used in their
maximum problems, implies output decisions that, in turn, with market
clearing under the random demand schedule, imply the initial distribu-
tion of prices. More specifically,

Pt(ft)=%+€t )
is such a self-fulfilling distribution. We may now ask whether or not
there will be convergence to this distribution over time if for some reason
initial guesses about the distribution are wrong but learning is allowed.

One way to proceed is to imagine that decision makers, firms in this
instance, have in mind a relatively simple model that they use to make
decisions and update beliefs, that is, learn about one or a number of
parameters. Suppose, borrowing here and later from Cyert and DeGroot
(1974), that each firm believes

Py=pP;_ +e¢ 8

where {&,]} is a sequence of independent a@dentlcally distributed (i.i.d.)
variables, each with mean zero and variance 62=1/r. Each firm regards p
as a fixed but unknown parameter about which it attempts to learn. That
is, p is regarded as a normal random variable, with mean m, and variance
1/h, at the beginning of each period ¢. Thus, with contemporary observa-
tions on price, P,,

h,m,+rP,_1P,

ht+"P12_1 » ht+1=ht+’P12—l 9

mey 1=
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from standard statistical updating formulas‘(DeGroot, 1970). To close
the model, note that for the representative firm, from (8),

Et(Pt)=tht—1 10

But from the actual market clearing equation with =0 (as is now as-
sumed),

Pt=—abE,(Pt)+E, . . (11)
Thus, substituting (10) into (11),
Pt= —abtht_l""Et (12)

Here, then, the relatively simple model used by firms, n?mely (8), _1s not
generally consistent with the actual distribution of prlces.(12); in the
learning process, 1, MOVes around, and so parameter o 1n (8) is not
leVe\c/le; might hope for consistency in the limit. In. fact, if m; — 9, then we
would have convergence to a strong-form rational expectations equi-
librium. But the results reported by Cyert and DeGroot‘(1974) on their
model are not comforting in this regard; the mod§1.o~sc.1llates. and e?ven
explodes under some reasonable parameter specifications 1n various

lo runs. ,
M(\){;;[;tciirferences can be drawn from the failure Qf Cyert and DeQroot s
model to converge?. Perhaps little. The failure to converge might be

taken to indicate that decision makers were doomed at the outset by an”

incorrect view of the world and a limited statistical procedur.e: The model
firms used was wrong and was never tested by. them. Th1§, of course,.
raises the question of how best to model inconsistent learning processes
and to conduct stability analysis. As noted, a number of authors are at-
ing these issues.
t"lcxlnilternative to postulating relatively simple (incorrect_) ‘models tha’E
decision makers use in learning is to suppose that decision makers
models are consistent with the structure of the e'conomy. It ml:lSt be
emphasized immediately that this is not so_demandm.g an as‘sumptl‘o? as
it might first seem, for one can still entertaln. all the I"lf:h variety of infor-
mation structures and learning that statistical decision thepry allows.
There can be uncertainty about the nature of demand, the information
and expectations of other agents, the decisions taken by them, and so Qn.
In the context of such a consistent structure, the convergence quespon
can again be posed. In fact, it might be asked whe’Fher or no'f the perlod‘—
by-period price distributions of the model of Section 9.3, with the equi-
Jibrium definition proposed there, would converge to the self—fulfllllgg
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price distribution described at the outset of this section. That is, would
there be convergence to a (strong-form) rational expectations equi-
librium? This question was answered affirmatively by Townsend (1978)
for a special case, when industry output is observed period by period.
More recently, Bray and Kreps (1981) have indicated that convergence (if
not existence) results may be quite general. But it is argued here, as in
Bray and Kreps (1981), that this particular convergence question is no
longer of interest as a potential justification for rational expectations
given that rational expectations are imposed-in the learning process. To
put it as bluntly as possible, such an imposition is tantamount to assum-
ing what one wants to prove. The failure of the model to converge to a
special configuration would seem to indicate little. ,

Of what use, then, are rational expectations models with rational learn-
ing? Again, the hope is that such models might mimic certain key fea-
tures or stylized facts of the data. That is, do rational expectations models
with learning have potentially testable implications, and, if so, are they
consistent with data? This alternative issue leads in turn to yet another
convergence question, one that can be answered in many contexts.

It seems unlikely a-priori that a model with fixed shocks or param-
eter values can explain much of the interesting movement in economic
time series even if there is learning and an absence of convergence.
Thus, the model of this section, with 8, shocks to demand fixed at ¢ for
all ¢, loses its appeal. So we return to the more general structure in which
demand is perpetually buffeted by new shocks v,. That is, with 8,=
Ui+ oV, +p%0p+ - +p'6y, firms attempt to learn at the end of
period t about the parameter 6, and past parameters vy, v,, ..., v;. EqQuiv-
alently, firms attempt to learn about the random variable §, at the end of
each period ¢. See Townsend (1982) for a more detailed discussion of this
equivalence.

Imagine that initially at =0 each firm has a common normal prior on
the variable 6, with mean m, and variance Zy. Moreover, this prior belief
is common knowledge. In addition, at the end of each period 7 each firm
sees the market clearing price P, and observation u,, which is linearly re-
lated with noise to the demand shocks 6,, namely,

-

u,=0,+w, -
where w; is an i.i.d. normal random variable with mean zero and vari-
ance o2. In this context, we might hope to find an equilibrium that is
consistent with considerable and interesting movement in economic time
series and that is potentially testable.

The discussion will be aided considerably by redefining an equilibrium
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for this particular information structure. In doing so, it will prove
helpful to let g, and m, denote the output decision anq mean forecast.of
the representative firm, with Q; and M, the corresponding economy-wide
averages.

Definition 2: A dynamic competitive equilibrium with rational and
homogeneous expectations is a law of motion for 0;,

0;11=p0;+ Vs 1y v (13)
and observer equation, v

u=0,+w, (14)
a decision rule for the representation firm,

Qt=domt+a1Mt ’ (15)
a rule for economy-wide average output,

Qr=BM, (16)
a law of motion for the mean forecast of the representative firm,

My 1=%o M+ Pt vaMi+v3 1 an
a law of motion for the economy-wide average mean forecast,

M, =08, P+ 06, M, +d3u; (18)
and market clearing equation,

P,=0,+¢—b0; (19)
such that the following hold.

(i) Maximization: The decision rule (15) is maximizing given the average
output rule (16) and market clearing equation (19).

(ii) Statistically correct forecasting: The law of motion (17) .is statis-
tically correct given the law of motion (13), observer equation (14),
market clearing equation (19), average output rule (16), and average fore-
casting rule (18).

(iii) Consistent output aggregation: Rules (15) and (16) are consistent.
(iv) Consistent forecast aggregation: Rules (17) and (18) are consistent.

It is hoped that what strikes one about this definition is its app?.rent
simplicity. In particular, here we have a finite number of state variables
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and time-invariant coefficients. Both these specifications are warranted;
that is, an equilibrium with these properties can be constructed, as is now
indicated.

First, note, from (18), that because M, is assumed to be known, and P,
and u, are common observations, M, is known, and so on. This is what
keeps the dimensionality finite. It only remains then to compute the
undetermined time-invariant coefficients. Now equations (15), (16), and
(19) are easily solved as before to yield ay=a, oy=—a(ab)/(1+ab),
B=o0p+a;. To compute the coefficients in (17), use is made of the incred-
ibly powerful Kalman filtering algorithm (e.g., Bertsekas, 1976).* The
system described here is a special case of a model with a linear law of
motion for state variables

Xpp1=Ax+ ;4
and observer equations
yt = Cxt + W,

Here x,=0;, A=p, 0,=v,,
P,+bBM, 1
Wt=[6t:,, J’t=[ ,+ b0 t]’ and C=|: J
Wy U, 1

- 0 0.2 0
EU[:O, E(W,): ol Eﬁt 17;=M=0'3’ EV—VtW,'=N= 06 02
o w

Under mild regularity conditions that are satisfied here (Bertsekas, 1976;
Kwakernaak and Sivan, 1977), for arbitrary prior distributions on X
with mean Ey(xp) and variance I, |1, the updated posterior distribu-
tions converge, so that the means satisfy the recursive relationship

E (x))=AE,_(x;_)) +EC']\/'_1[_}1,‘_l —CAE,_ (x;_})] (20)

and the covariance matrices satisfy the recursive relationship

where

Bije-1=ALZo1)-2=E1m1)1-2 C(CEioy)y 2 C'+ N) TICL, g ] A+ M
. 21

where

4 Again, one could write out the entire history of observables and use standard
formulas for conditional means and variances of normal random variables to
forecast the entire history of innovations, and hence forecast 6,. The Kalman
filter is a recursive procedure that circumvents the dimensionality problems
associated with this alternative.
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T 1 =E ([ — E (x)] 1%, — E; (x)]'}
alnd where L), converges termwise to a time-invariant matrix X. Then
¥ in (20) satisfies :

£=L—-IZC(CLC'+N)~'CT (22)
and its terms are variances and covariances of beliefs on the state vector

x, at the end of date ¢. Clearly, (20), (21), and (22) can be used to deliver
the time-invariant coefficients in (17). Then (18) is determined by 6,=11,

83="3, and 8,="y,+7,. Finally, it will be noted that (20) can be viewed

as in place even at =0 on the assumption that the system has an infinite
past. This device of assuming an infinite past as the limiting case will be
used again in a subsequent section. It is highly convenient for analytic
and econometric purposes.

It is clear, of course, that the steady-state matrix ¥ in general will not
converge to zero, its value in a period-by-period strong-form rational
expectations equilibrium, with 6, known at the end of period ¢, so that
E, 1(0,,,)=p0;. At best, we can estimate or learn past innovations v,,
r<t, arbitrarily well if 7 is arbitrarily far in the past. But contemporary
9, is continually buffeted by new shocks v; about which little is known.
The additional information in u, will help in forecasting (i.e., reduce )
but will not cause a degeneracy unless 02=0.

Thus, the failure of the system fo converge [0 a period-by-period
strong-form rational expectations equilibrium should not come as a sur-
prise and is certainly not damning. In fact, the freedom that the model
allows in specifying indirectly the steady-state forecasting variance £ may
be useful for econometric purposes, because in principle it allows a better
fit of the model to actual data. It determines the extent to which forecasts
respond to contemporary observations, and this in turn determines the
extent to which the system itself moves around, say in response to rela-
tively permanent shocks. In addition, a nontrivial forecasting variance £
allows the system to respond to completely transitory shocks €, and to
measurement errors u,. Finally, it should be emphasized that this linear-
normal system can, in principle, be taken to data by the methods
described in detail by Townsend (1982, Section 10).

9.6. Exploiting recursive structures with finite state space
methods’

The information structure of the previous section allowed no diversity in
forecasts; equilibrium was characterized by rational and homogeneous

5 This specification was considered by Prescott and Townsend (1980). But again,
the discussion here is marked by an alternative definition of equilibrium in the
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expectations. This section and the next consider progressively more com-
plicated information structures that do allow diversity. In this section we
have a group of informed firms and a group of uninformed firms. It is
established that such structures can be successfully attacked with statis-
tigal decision theory and the use of recursive procedures. Yet, despite the
diversity, and in contrast to the analysis of Section 9.3, there is no infi-
n_ite regress problem. Moreover, such structures can produce inferesting
time series.

To begin, imagine that at the beginning of period zero, all firms have a
common normal prior on the variable 6;, with mean E(8;) and variance
var(6y). This prior is common knowledge. Now, at the end of each
period ¢, £ 20, each of a set J of informed firms, fraction p; of the set of
all firms, observes a random variable u,=6,+w,, where w;, is an i.i.d.
normal random variable with mean zero and variance ¢2. Each of a set U
of uninformed firms, fraction gy, does not observe u,. However, all
firms do see the market clearing price P, at the end of each period ¢. In-
dustry output, on the other hand, is unobserved directly, though it may
be inferred by some.

To attack this structure, we shall first uncover a finite list of state vari-
ables that will allow us to write down the decisions of firms and the
evolution of their beliefs. All these state variables will be known in each
period to the informed firms, but uninformed firms will know only a
subset. Of course, §, remains unknown to all. ’

To begin, let E,(6,) and Z;,(6,) denote the beginning-of-period prior
mean and variance on 6, of informed firms. Now, for uninformed firms,
Ey,(0,) is unknown, because the u, are unobserved by them. But we may
suppose they regard Ej,(6,) as an unknown variable =, that is jointly nor-
mally distributed with the unknown variable 6,; that is, [6,, 7,] is nor-
mally distributed, with mean [Ey,(8,), Ey,(7,)] and covariance matrix
Yue(0;, m;). Then the state variables mentioned earlier are m,, Z;(6,),
Ey(6,), Ey, (), and Ty, (8;, ). Finally, note that £;,(6,) and Z, (9,, 7,)
are assumed to be common knowledge.

We are now in a position to redefine an equilibrium with this state
space. :

.-

Definition 3: A dynamic competitive equilibrium with rational but dis-
parate expectations is a law of motion for 6,,

Or+1=p0,+ V14, 23)
an observer equation,

more general setting in which 6,’s move around. Here, also, new Kalman filter-

ing results are obtained, and a general method for attaching such structures is
described.
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u=0,+w, _ (24)
a law of motion for ,,

Tr1=81 T+ €20, + &3, Wi+ Eur g » (25)
a decision rule for uninformed firms,

qui= a1 Ey(0,) + o Eyy () (26)
a decision rule for informed firms,

91:=BoE (0;) + B8, Eyy(6,) + B, Eyy () 27

laws of motion for forecasts and covariance matrix of beliefs of unin-
formed firms,

Ey,t410i11) =v1: Eue(0,) +v2r Evs (7)) + 73, P, (28)
Ey, t41(7111) =Ya: Eue (0)) +vs: Eyy (m,) + v, Py ) 29
EU,t+l(0!+l9 7"r+1)=¢[zur(0n ), 03, 0‘%, (Tez] (30)

laws of motion for forecasts and variance of beliefs of informed firms,
Ey141(0041) =01, E(8,) + 82, P+ 83,4+ 84, Eyye(0,) + 85, Eyyy (m,)  (31)
L t+1(0041) =2[Z1(6,), 07, 03, 02] (32)
and market clearing equation,
Pr=0;+e,—blpran+ruqul (33)
such that the following hold.
(i) Maximization: The decision rules (26) and (27) are each maximiz-

ing given the rules (26) and (27) and the market clearing equation
(33).

(i) Statistically correct forecasting for informed firms: The laws of
motion (31) and (32) are statistically correct given the decision rules (26)
and (27), market clearing equation (33), parameter law (23), and observer
equation (24).

(iii) Statistically correct forecasting for uninformed firms: The laws of
motion (28), (29), and (30) are statistically correct given the decision rules

(26) and (27), market clearing equation (33), parameter laws of motion

(23) and (25), and observer equation (24).

One comment is immediately in order. Unlike previous definitions,
there is no distinction here between individual and aggregate decisions and
forecasts. But it should be understood that the representative informed
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firm takes as given that the output decisions and forecasts of other in-
formed firms are identical with its own, and similarly for uninformed
firms.

An equilibrium is not difficult to compute. First, the coefficients oy,
a3, B0, B1, and B, in (26) and (27) are computed by the method of unde-
termined coefficients, using property (i) of the equilibrium.® Second, the
forecasting formulas (31) and (32) for informed firms are readily com-
puted by Bayesian considerations; essentially, each informed firm is get-
ting two independent observations on 6, at the end of period ¢, through
u, and P,—b{p; q;+pu:qu:], and the law of motion (23) is known.
For this purpose it is important to remember that gy, (and gy,) is ex-
pressed in terms of state variables that informed firms know. Now 25)
follows immediately from (31), with 7, =FEj,(6,). Finally, one has to
attack the forecasting formulas for the uninformed firms. Using (33)
with (31) and (27) [and (26)], uninformed firms are getting one observa-
tion 6, and =, through P, - recall again w,=E;(0,). So the posterior
Ey,t+1(0;) and Ey ;. (7,) may be formed in the usual Bayesian way.
Now the parameter laws of motion (23) and (25) for 0,4+, and 7, are
known; so priors on ,,, and 6,,; at the beginning of period £+1 are
readily calculated. This yields (28), (29), and (30).

An unfortunate aspect of the foregoing definition is the presence of
time-varying coefficients - the coefficients are functions of period-by-
period covariances that are allowed to move around. As it turns out, this
is not a problem. First, steady-state Kalman filtering considerations can
be used to remove the time dependence of Z,,. This removes time depen-
dence from (31) and hence (25). It then becomes apparent that the in-
ference problem of uninformed firms can be cast as a classic optimal
observer problem as well. To see this, consider the state vector X, =
[0;, 7]". Then uninformed firms see Ye=P+bpyqy,+bo;BiEy,(6,)+
bo1BrEy (7)=0,+¢—bp;Bym,, so that

¥ =Cx;+w, ' (39

where C=[1-bp,;By] and Ww,=¢,. Of course, x, has the linear law of
motion

6 These undetermined coefficients are detérmi/ned by the equations
Bo=all—bp;B,] -
Bi=al—boyo,—bp,B]
y=al—bp;By~bpya,]
a;=a[l—bp,B,—bpyql
oy=a[—bp;By~bp;B,—bpyon]

It can be verified directly that these linear equations do have a solution.
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X1 =AX+ Upy (35)

from (23) and (25), where

p 0 - Ui
A [ £ & ]’ v [53%‘*‘54@]
In the optimal observer system (34)-(35), the measurement error noise w;
and state excitation noise ,,; are correlated. But Kalman filtering can
handle this correlation — the covariance matrix of beliefs for uninformed
firms converges to some constant, removing the time dependence from
Ly, and-hence from (28) and (29).

It may now be noted how the hierarchical information structure and
statistical decision theory allow a recursive attack on the system. First, it
is supposed that there is a common prior distribution that is common
knowledge. Informed firms know that the forecast of uninformed firms
is the mean of their conditional distribution, the common distribution
conditioned on variables that the uninformed firms and the informed
firms see. So informed firms know the forecast of uninformed firms.
Uninformed firms do not know the actual forecast of informed firms.
But they do know that the forecast of informed firms is the mean of their
conditional distribution, the common distribution conditioned on vari-
ables that the informed firms see, but that uninformed firms do not see
completely. By Bayes’s rule, then, uninformed firms know how the un-
observed forecast of informed firms moves period by period, namely, as
a function of the underlying unobserved state variables, observed and
unobserved information variables, and the forecast of uninformed firms,
which, of course, uninformed firms know. So uninformed firms can fore-
cast the forecast of informed firms. There is no infinite regress problem:
Recursive structures are tractable by finite state space methods.

As a final note, we might remark on the potential of recursive struc-
tures to generate interesting time series, as displayed in Table 9.1 and
Figures 9.1 and 9.2. Suppose, for example, the industry is in a steady
state at time ¢ (¢ =0) and is subjected to a unit-variance shock ¢, holding

all other contemporary and future shocks at zero. All firms’ forecasts of
0, (which actually remains zero) will increase, thereby increasing industry
output. Sustained increases of output (above the steady state of zero) for
the first three periods keep prices low (below zero) for the first three
periods, and uninformed firms come to believe that 6, is actually nega-
tive. Consequently, uninformed firms reduce output (below Zero), caus-
ing prices to go positive for periods four through seven. As a result, their
forecasts go positive again for periods eight through ten, and prices go
negative. This oscillatory pattern continues for some time, eventually
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Table 9.1. Response to a transitory e, shock”
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Figure 9.1. Response to transitory shock - forecasts.

converging to zero. Now, if one takes the difference between 6, and

“Ey,(8,) as a forecast error, then in this scenario, forecast errors oscillate,

delivering the waves of optimism and pessimism that Pigou (1929) had_in
mind. This may be contrasted with the more conventional exponentlgl
decay of forecasts of informed firms (who figure out that the shock is
zero within five periods, virtually). .

It should be emphasized here that uninformed firms do take m'fo
account their own quantity movements in forecasting, but they remain
uncertain about informed firms’ outputs. It is thus that a series of low
prices can cause them to put weight on 6, being low. Of course, Fhese
forecasts themselves are the best possible given the uninformed firms’
information set and their knowledge of the economy; that is, the? fo_recast
error of 6, that uninformed firms expect or forecast at the beginning of
period ¢ given their information then is zero. It should also be empha-
sized in this regard that the scenario described here is not the only pOs-
sible sequence of events that can take place in the economy, and unin-
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0.32
0.27
0.22
0.17
0.12
0.07
0.02
—0.02
-0.07

—0.12

—0.17

Figure 9.2. Response to transitory shock - outputs.

formed firms, as good Bayesians, put positive weight on other possible
scenarios generating the random variable they see (in fact, innovation
accounting experiments like the one described take place with probability
zero, though they serve us well in characterizing the time series, here
picking up a degree of volatility, for example).

Despite its simplicity, the present industry model can thus be used to
begin an analysis of some of the observations made by Keynes (1936). In
particular, factors that make no real difference to prospective profita-
bility, such as completely transitory shocks, trigger oscillations in less
informed opinion, this in turn causing fluctuations in the market price.
Moreover, informed firms do take less informed opinion into account,
though in this industry setting the latter influence is stabilizing. This can
be seen from Table 9.1 and Figure 9.2. Again, after four periods, in-
formed firms know the shock is completely transitory, but they continue
to respond in a negative way to output decisions of the uninformed, end-
ing up on the other side of the steady state, as it were.
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9.7. Equilibrium in a symmetric but disparate information
structure: the infinite regress problem again with a new
solution’

As noted, the information structure of the previous section allows a
recursive attack on the system. But imagine a symmetric information
structure in which each firm receives its own information on the under-
lying state variable of interest, namely, 6,. That is, suppose that, in addi-
tion to P;, each firm 7 sees at the end of period ¢ a random variable

Uip=0,+wy (36)

where the w;, are regarded as normally distributed random variables,
independent both across firms and over time, each with mean zero and
variance o2#0. With industry output unobserved, each firm is getting
observations on §, that are confounded through P, with the forecasts
other firms made on 8, last period, which under (36) will not be known.
Thus, to correctly forecast 8, each firm must forecast the economy-wide
average forecasts of @, last period. Thus, each firm’s forecast of 6,
depends on its forecast of the economy-wide average forecast of 6, last
period. Thus, the economy-wide average forecast of 6, depends on the
economy-wide average forecast of the economy-wide average forecast of
9, last period. Now the economy-wide average forecast of §, last period
must have a similar property. Thiis, to correctly forecast 6;, each firm
must forecast the economy-wide average forecast last period of the
economy-wide average forecast of §, two periods ago, and so on. It is
apparent that there is an infinite regress problem here, despite the use of
statistical decision theory.

This section describes a technique for overcoming this difficulty, a
technique of undetermined coefficients, as in Townsend (1982). It is

argued, moreover, that the information specification here, like the onein.

the previous section, has interesting implications for economic time
series.

We begin by setting out the definition of equilibrium for this section in
rather general terms. For notation, let Q;, denote the information set of
firm i at the beginning of period . Let Q;, contain at least past prices
P,_,, P;_,,...and past information variables &; ,_, #; ;_5,.... Also, let
E(P;|Q;;) denote firm i’s forecast of price P, conditioned on the

7 This section draws heavily on some recently developed techniques described by
Townsend (1982). They are applied here to a model with within-market inter-
actions, a feature missing from the work of Townsend (1982). Helpful com-
ments from Lars Hansen on the procedures of this section are gratefully
acknowledged.
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informatjon set Q;,, and let P, denote the economy-wide average of these
forecasts. This yields the following definition.

Definition 4: A dynamic competitive equilibrium with rational but pos-
sibly disparate expectations is a law of motion for the parameter 4,,

Or41=p0,+ V14 @37
an observer equation for each firm i,

=0, 4wy, (38)
a decision rule fof each firm i,

qir=aE(P; | Q) (39
a rule for economy-wide average output,

Q;=ab, (40)
a forecasting formula for each firm /,

E(P,|Qi)=C(L)v,_1+D(L)e,_y+E(L)w; ;_, 41)
a specification of the economy-wide average forecast P,,

P,=A(L)v,+B(L)e,_, 42)
and market clearing equation, |

- P=0,+¢—-bQ, 43)

such that the following hold.

(i) Statistically correct forecasting: The forecast (41) is statistically cor-
rect given the parameter law (37), observer equation (38), information set
i, the market clearing equation (43), average output rule (40), and the
rule for economy-wide average forecast (42).

(i) Consistent aggregation in forecasts: Formulas (41) and (42) are con-
sistent; .that is, the one-sided polynomials in the lag operator A(L),
B(L), C(L), D(L), E(L) satisfy C(EY=A(L) and D(L)=B(L).
Some comments are immediately in order. First, individual firm maxi-
mization and consistent aggregation in output have already been
imposed, as is clear from (39) and (40). Second, the main task in the con-
struction of an equilibrium is the simultaneous and consistent determin-
ation of individual and average forecasts. Note, in particular, that the
average rule (42) is used by individual firms in the determination of (41).
The general procedure for the determination of an equilibrium is the
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method of undetermined coefficients. One begins with.an arbitrary speci-
fication of (42), that is, with coefficients in A(L) and B(L) unknown to
the modeler but assumed known to the firms. Then, in some manner, the
forecasting problems of individual firms are solved. This yields (41) in
terms of the undetermined coefficients. Then (41) is averaged over firms,
with the w;, disappearing (for this purpose, one should view the set of
firms as countably infinite). The average is then matched up with (42) to
determine the undetermined coefficients.

There is a potential dimensionality problem with the foregoing pro-
cedure. To see this, u;, and P, can be written in terms of the economic
innovations ¢, and v;, as well as the measurement error, w;;, namely,

U=, pjv,_j+w,~, 44)
j=0

P,=Y p’v,_j—abA(L)v;_;—abB(L)e;_,+¢ 45)
Jj=0

Cast in this form, it appears that each firm should be forecasting a// cur-
rent and past shocks to demand. So, to simplify the problem, following
Chari’s (1979) solution to his own (infinite) dimensionality problem, sup-
pose in addition that the entire history of shocks and measurement errors
from ¢—j on is known at time ¢. For example, let j=2; then v,_,,
Ui_3y++r€1_2, €_13,... are included in Q;,. Then equations (44) and (45)
may be written as

Ufr=v+pv_1+wy (46)
Pr=v,+pv,_—abAgv,_1—abBye,; _+¢ 47

where the variables with asterisks are defined implicitly.

There are two methods that can be used to forecast the innovations v,,
Vi_1, &, and ¢,_; from (46) and (47). Both are described by Townsend
(1982) and summarized here. For the first method, write out all current
and past observables that contain information on the unknown innova-
tions; that is, write out (46) and (47) at ¢ and ¢—1. Then use standard
formulas for conditional means and variances of normal random vari-
ables. This delivers the forecasts of the innovations in terms of observ-
ables and hence, by substitution, in terms of the innovations themselves.
This method is straightforward, but it is not recursive; a dimensionality
problem begins to arise as the lag to full information increases, that is, as
J - 00,

For the second method, the observer system (46)-(47) for each firm i

may be written as

E

i
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€r-2 0 0 L?
v, | L 0 0 s .
wy | T |4y 1 0 Wit “8)
Pt (14aLl) 0 (1-8L)| L®
or
ye=M(L)%, : (49)

where a=p—abA, and §=abB,. It is from this system that each firm i
will attempt to forecast v;, v,_,, ¢, and ¢,_, at the end of period 7. (Note
that only two undetermined coefficients, 4, and B,, are being carried
into this forecasting problem.)

System (48) cannot be used for forecasting because the representation is
not fundamental relative to firm i’s information set. That is, the variables
on the right-hand side are not in the space spanned by the current and
past values of variables on the left-hand side. To see this, note that M(z) is
not of full rank at z=0, a point inside the unit circle. But it is possible to
convert (49) to a moving average representation that is fundamental, say

=M**(L)¢r (50)

where
M**(L)y=M(LYWB(L)WB(L) 6D
H=B(L YYW'B(LYW, (52)

where the matrices W, W, and B(z) are orthogonal. This procedure is
described in detail by Townsend (1982) and may be applied directly here.
In fact, the matrices W, W, and B(z) are identical with those of Town-
send (1982). System (50) can be used directly for forecasting via the
Wiener-Kolmogorov formulas. This delivers forecasts of v;, v,_y, ¢, and
€, as linear functions of current and past £;*. Then (52) can be used to
deliver these forecasts in terms of the unobserved shocks £,. One can then
proceed as indicated earlier.

It should be noted that this procedure does not eliminate the infinite
regress in expectations. Forecasts of P, will vary across firms, and thus

‘one could compute an economy-wide average of these latter forecasts,

and so on, perhaps indefinitely. But it is no longer necessary to determme
these forecasts to compute the equilibrium.

A nice aspect of the foregoing procedure is that one can guarantee the
existence of solutions for the undetermined coefficients via a fixed-point
argument even though the equations in the undetermined coefficients are
nonlinear. And one hopes, from Townsend (1982), that such solutions
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are unique and can be computed quickly via an iterativg procedure. Arbi-
trary coefficients in the moving average representation (42) prod}Jce
coefficients for firms’> forecasts that in turn can be averaged to yield
another set of coefficients in the representation (42). For Townsend
(1982), such a procedure converged quickly to a unique solution, though
the model was somewhat different. . ‘
As a special case of the model here, let af: 0, so that there is no transi-
tory component to demand. Still, with ‘economy-wide average ou.tp'ut
unobserved, at least not directly, firms face an apparently nontrivial
signal extraction problem. But on the assumption of an infinite past,
one can search for a moving average representation for the economy-
wide average price forecast of the form (42). In fact, one can solve
for the undetermined coefficients in the representation, namely, A;=
o’ Y (1+ab), B; =0, for all j. With these coefficients, the space spanned
by current and past P,’s is identical with the space spanned by cur_rent and
past v,’s; so the entire (infinite) history of the v,’s, and thus ,, is known
to all firms at the end of period ¢ [the observer equations (38) are redun-
dant]. It is easy to verify then that this information specifif:.:atign yield§ a
period-by-period strong-form rational expectations equilibrium, with
E(P,)=p0;_1/(1+ab). , .
More generally, though with ¢2#0, and of course ¢2#0, thgre will be
diversity in forecasts, and economy-wide average output w_lll not.be
inferred. Then the effect of ¢, shocks can produce interesting time series.

9.8. Concluding remarks

This chapter began with the premise that equilibrium models with lear1.1-
ing and with disparate but rational expectations will prove to be useful in
describing aspects of reality. Of course, no model should pretend to
describe reality completely. Thus, rather than being deterred by assump-

_tions that can cause analytical difficulties, the emphasis here has been on

specification strategies and solution techniques that make these mpdels
tractable. It turns out that the time series of these models do display
interesting oscillations and can in principle be fit to data. So, consistent
with the basic premise, an empirical application may soon be warranted.

One caveat is in order: Economic policy issues have not been con-
sidered. When considering the effect of a ‘‘new’’ policy, one must con-
front the ‘‘change-of-regime” issue and ask what determines decision
makers’ expectations; see Phelps (1980) and Sargent (19815). To the
extent that decision makers’ expectations are arbitrary, one is led .to. an
infinite regress problem. On the other hand, it may well be that statlstlgal
decision theory will prove to be a useful construct here as well, with

£
:
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priors of decision makers linked to government policy announcements,
general political sentiment, and past experience.
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Comme_nt
JOHN B. TAYLOR

Implicit in almost all practical applications of the rational expectations
method are two strong assumptions. First, it is assumed that people
know the model of the economy used in the analysis and that they form
expectations using this model. Second, it is assumed that people know
that all other people know the model and form expectations in the same
way. These two assumptions seem to restrict the range of applications
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of rational expectations methods. They suggest that the methods are
most realistic in situations where economic events are recurrent - such as
business cycles ~ and where policy rules are in operation for a long time.
As with most hypotheses used in economic analysis, however, these as-
sumptions should be judged not only by their apparent realism but also
by how successful they are in describing and forecasting economic
behavior and by how they compare with alternative assumptions. As yet,
there have been few attractive alternatives available.

In this elegant and constructive chapter, Robert Townsend proposes
alternative, less restrictive assumptions that have the potential of broad-
ening the range of economic problems to which rational expectations
analysis can be applied. Moreover, he develops a methodology through
which tractable results can be obtained using these alternative assump-
tions and shows how the methods work in some representative economic
applications. In my view, these alternatives deserve careful consideration
by those using rational expectations in situations where the more restric-
tive assumptions seem inappropriate, and, as Townsend suggests, they
ought to be tried out in some practical economic policy problems. In
these comments I shall discuss how the Townsend assumptions represent
a generalization of existing expectational assumptions and consider the
types of applications where some experimentation with the methods
might be useful. :

Rather than assuming that economic agents know the parameters of
the model, Townsend assumes that some of these parameters are unob-
servable and evolve over time. For example, firms are assumed to be
unaware of the intercept (¢ in the chapter’s notation) of the demand
curve that they face. Instead, they know that this intercept moves accord-
ing to the probability law

0:=p0,_1+v,

and can only be observed with error u,=6,+ w, [see equations (23) and
(24) of the Townsend chapter]. The firms use this information structure
to forecast future values of the intercept and thereby form expectations
of future prices and make production decisions.

It is not difficult to imagine applications where this assumption might
be more appropriate than assuming 8 was known. In a commodity de-
mand equation, the parameter 6 could represent tastes that change grad-
ually and that can be estimated with error through survey methods. In a
money demand function, such an assumption could represent techno-
logical change in transactions technology that can be tracked only up to
some measurement error. In a fiscal or monetary policy reaction func-
tion, such an assumption could be used to capture gradually shifting
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economic policies that are never fully announced or believed. In this
case, the probability law would represent how policy was evolving through
time, and u, could be a current policy announcement that is only imper-
fectly correlated with actual policy. Note that in each of these three
examples Townsend’s assumptions require that agents know the model
that underlies these shifts: a model of taste change, a model of tegh—
nological change in financial markets, or a (political?) model of policy
change.

In a number of situations the Townsend assumptions might not be
appropriate as an alternative to the ‘‘agents-know-the-model”’ assump-
tion. For example, an important modeling task is to describe economic
behavior during a transition from one policy regime to another.' After_a
change in policy regime it would be inaccurate to assume that economic
agents immediately understand the new policy. Instead, they might legrn
about the policy gradually as they observe policy decisions over a period
of time. More generally, a structural parameter of the model might
change, and agents would have to learn about this change through obser-
vation. In terms of Townsend’s notation, these types of problems could
be represented in terms of the parameter p of the autoregressive process.
If 6 were the money supply growth rate, then a switch to p =0 could rep-
resent a fixed monetary growth rate. People would learn about p only as
they observed actual money growth rates. Because in Townsend’s models
people are assumed to know the process generating 4, this type of prob-
lem cannot be handled.

Learning about the parameters of the model in this latter ser21’se has
proved to be a quite difficult phenomenon to model adequately.” There
are three reasons for this difficulty. First, because agents must make
decisions based on estimates of parameters, their actions cannot be con-
sidered exogenous to parameter estimation. The actions form the data on
which the estimates of parameters are made. Because most conventional
econometric procedures require that the data be exogenous, or endoge-
nous in particularly restrictive ways, these market interactions with data
generation require different techniques for analysis. Second, there is a
possibility that, as agents gradually learn about the parameters, their

1 See, for example, J. B. Taylor (1975). ‘“‘Monetary Policy during a Transition to
Rational Expectations.’’ Journal of Political Economy, October, pp. 1009-21,
and L. H. Meyer and C. Webster, Jr. (1982). ‘“‘Monetary Policy and Rational
Expectations: A Comparison of Least Squares and Bayesian Learning.”’ In:
Carnegie-Rochester Series in Public Policy, edited by K. Brunner and A. Melt-
zer, Amsterdam: North Holland.

2 Chapter 6 by Margaret Bray in this book considers such a problem in a simple
one-parameter learning situation.
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actions will converge to some constant value that does not generate
enough new information about the parameters. In the demand-curve
example, a firm might begin selling the same quantity each period based
on its estimate of the expected price; this prevents quantity from varying
enough to get reliable estimates of the demand curve.? In some instances,
estimates are inconsistent, but few results are yet available. In any case,
the analysis necessarily becomes quite complicated, even without the
market interactions previously mentioned. The problem is much worse in
a multiparameter situation, and this is one reason why many studies have
focused on one-parameter examples.* Third, the possibility that agents
might affect how much information they can obtain about the param-
eters changes the nature of the optimal control problems in fundamental
ways. A simple example is that of a firm experimenting with its prices,
temporarily deviating from its best guess of the optimal price, in order to
obtain information to be used in the future. Even in one-parameter par-
tial equilibrium problems, this ‘‘dual-control’’ or “‘joint estimation and
control”” problem leads to significant complications. Solutions that may
have been linear in a model where the parameter was known do not even
have a closed form when the parameter is unknown.’

Because of these computational difficulties with existing approaches to
modeling learning, Townsend’s approach, although assuming that the
laws governing parameter movement are known, may be a satisfactory
alternative. For some applications, the distinction made here between
knowing parameter values (6) and knowing the probability law generat-
ing the parameter values (p) may be sufficiently fine that Townsend’s
more tractable approach could be used.

Thus far, I have discussed situations, as in Section 9.5 of the chapter,
where expectations are assumed to be homogeneous. In Sections 9.6 and
9.7, Townsend considers ways to avoid this assumption and allow for
heterogeneous, or disparate, expectations. With disparate expectations,

w

This argument can be made more general with exogenous shifts in the func-
tions. See T. W. Anderson and J. B. Taylor (1976). ““‘Some Experimental
Results on the Statistical Properties of Least Squares Estimates in Control
Problems.” Econometrica, November, pp- 1289-302, for a discussion of the
problem and a demonstration of how this problem leads to a situation of
extreme ““multicollinearity’’ and poor parameter estimates.

A proof of convergence and asymptotic normality is given for a partial equi-
librium one-parameter example by J. B. Taylor (1974). ‘“Asymptotic Properties
of Multiperiod Control Rules in the Linear Regression Model.’’ International
Economic Review, June, pp. 472-84. ‘
See E. C. Prescott (1972). ““The Multiperiod Control Problem under Uncer-
tainty.”” Econometrica, November, pp. 1043-57.
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an infinite regress problem arises in which agents must not only forecast
but also forecast the forecasts of others, and so on. Townsend deals with
this infinite regress problem head-on, by augmenting the state variables
to include forecast of forecasts - the second-order expectation, as well as
third- and higher-order expectations. There is a modeling choice, how-
ever, about where to truncate the infinite regress, or whether to truncate
it at all. An element of judgment is required here, but perhaps the deci-
sion could be made empirically. As Townsend has shown in an earlier
study, the regress problem has implications for the serial correlation
properties of the errors in statistically estimated decision rules.’ It would
be interesting to examine whether, for example, the second- or third-
order expectation truncation fits the data better than the first-order trun-
cation that is conventionally used. But, in general, because it is impos-
sible to know which truncation to assume, this may leave an element of
arbitrariness in situations where there are other reasons for serial corre-
lation. Clearly, some empirical work is necessary before we can say
whether or not Townsend’s higher-order expectations model is an im-
provement over the first-order methods now in use.

¢ See R. M. Townsend (1982). “‘Forecasting the Forecasts of Others.”” Unpub-

lished manuscript, Carnegie-Mellon University (to be published in Journal of
Political Economy, 83).

CHAPTER 10

Keynesianism, monetarism, and rational
expectations: some reflections and
conjectures

AXEL LEIJONHUFVUD

To what extent is Keynesianism discredited? Is there anything left? Did
Monetarism score a total victory? Must Rational Expectations make
New Classical economists of us all? Every teacher of macroeconomics
has to wrestle with these questions - hoping against hope that some new
cataclysm will not let some fantastic supply-side doctrine or whatever
sweep the field before he has been able to sort through the rubble of what
once he knew. I am going to sort some of my rubble. The object of the
exercise is to make some guesses at how the seemingly still usablé pieces
might fit together.

My starting points are as follows. Keynesianism foundered on the
Phillips curve or, more generally, on the failure to incorporate inflation
rate expectations in the model. The inflation, which revealed this critical
fault for all to see, was in considerable measure the product of “playing
the Phillips curve’” policies. But the stable Phillips trade-off was not an
integral part of Keynesian theory.' Its removal, therefore, should not be
(rationally) expected to demolish the whole structure.

Monetarism made enormous headway in the economics profession and
with the public when the misbehavior of the Phillips curve and the infla-
tion premium in nominal interest rates became obvious for all to see.
And few observers could continue to doubt the strong link between
nominal income and money stock as the Great American Inflation went
on and on and on. The monetarist ‘‘victory’’? was impressive enough

I have profited from discussions with Carlos-Daniel Heymann and from com-

ments on earlier drafts by Earlene Craver-Leijonhufvud.

' I know, of course, that to some people Keynesianism means little else than
Phillips-curve stability, but I ask indulgence in using my own definition of the
term.

2 ““Victory”’ and ‘‘defeat’’ are terms that belong, perhaps, on the sports pages
rather than to the history of science. Here, however, no epistemological mean-
ing but only sociology of knowledge connotations are intended: To “‘win”’
means to attract the best new, young talent. In this sense, the monetarism of
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