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Poverty and Cognitive Function

Emma Boswell Dean, Frank Schilbach, and  
Heather Schofield

2.1  Introduction

Economic growth has lifted billions out of poverty in the span of a few 
generations. Despite these positive trends, poverty remains entrenched for 
millions around the globe. One long- standing explanation for poverty’s 
persistence is the possibility of poverty traps, or self- reinforcing cycles of 
poverty. Theoretical models of such poverty traps—often centered on nutri-
tion in the earliest cases—have been central in the development literature 
for over half  a century (Leibenstein 1957; Mirrlees 1975; Stiglitz 1976; Bliss 
and Stern 1978; Dasgupta and Ray 1986). This literature has expanded in 
many directions to consider the varying potential underlying forces such as 
geographic characteristics, pecuniary externalities, and even cultural forces, 
as well as both theoretical and policy implications of such traps, ranging 
from intergenerational transmission of  poverty to equilibrium unem-
ployment (Jalan and Ravallion 2002; Sachs 2005; Fang and Loury 2005;  
Currie and Almond 2011; Barrett and Carter 2013; Sachs 2014; Kraay and 
Raddatz 2007).1

Emma Boswell Dean is assistant professor at the University of  Miami. Frank Schilbach 
is assistant professor of  economics at the Massachusetts Institute of  Technology, a JPAL 
affiliate, and a faculty research fellow of the National Bureau of Economic Research. Heather 
Schofield is assistant professor in the Perelman School of Medicine and the Wharton School 
of the University of Pennsylvania.

We thank participants at the NBER conference, John Hoddinott, Joshua Dean, and our 
anonymous referee for insightful comments and suggestions. We are also grateful for excellent 
research assistance from Jordan Browne, Stephanie Chan, Sarah Quinn, and Alicia Weng. We 
also thank Emily Gallagher and Lesley Fowler for their meticulous editing and helpful sugges-
tions. All remaining errors are our own. For acknowledgments, sources of research support, 
and disclosure of the authors’ material financial relationships, if  any, please see http://www 
.nber.org/chapters/c13830.ack.



58    Emma Boswell Dean, Frank Schilbach, and Heather Schofield 

Despite the extensive literature in this area and the policy appeal of poten-
tially instigating virtuous and self- reinforcing cycles of income growth and 
wealth, the empirical evidence that such traps exist remains mixed (Banerjee 
and Duflo 2011; Kraay and McKenzie 2014; Barrett, Garg, and McBride 
2016). Moreover, even in the instances where actual evidence is consistent 
with such traps, their exact mechanisms remain unclear (Banerjee et al. 
2015; Bandiera et al. 2015). This chapter focuses on one potential under-
lying mechanism that has yet to be explored in depth, cognitive function.

Poverty may affect cognitive function in a variety of ways. Evidence is 
beginning to accumulate that cognitive functions are limited resources that 
can be strained by living in poverty (Schilbach, Schofield, and Mullainathan 
2016). Being forced to make constant  trade- offs with limited resources can 
act as a “load” on cognitive function (Mullainathan and Shafir 2013). Fur-
ther, poverty can affect economic behavior via psychological effects includ-
ing stress and negative affective states, such as depression (Haushofer and 
Fehr 2014). In addition to directly capturing individuals’ minds, poverty 
often entails a number of material deprivations that may further impede 
cognitive function. Perhaps most well known among these deprivations is 
malnutrition. One in seven individuals around the world remain below rec-
ommended levels of caloric intake (Food and Agricultural Organization of 
the United Nations et al. 2011). Moreover, in many settings, the poor are 
exposed to sleep deprivation, physical pain, and substance abuse at alarming 
levels. While research is still in progress, to date we have found that the poor 
in Chennai, India, sleep just over five hours per night, with more than twenty 
disruptions on average, using objective measurements from  wristwatch- like 
actigraphs. Similarly remarkable, a survey of 1,200 low- income informal 
labor market participants revealed an average pain level of 5 at the end of 
the workday, on a 0 to 10 scale. Moreover, the majority of male low- income 
workers in Chennai drink daily, consuming an average of over five standard 
drinks per day and spending over 20 percent of their daily labor incomes 
on alcohol (Schilbach 2017). Each of these correlates of poverty have been 
shown to tax cognitive resources (Schofield 2014; Lim and Dinges 2010; 
Moriarty, McGuire, and Finn 2011; Steele and Josephs 1990).

The resulting reductions in these cognitive resources may have broad feed-
back effects on earnings and wealth, ranging from occupational choice to 
technology adoption, consumption patterns, and risk and time preferences. 
In other words, the relationship between cognitive function and poverty 
could be bidirectional, generating the potential for feedback loops, reduced 
mobility, and—if the resulting effects are large enough—poverty traps. The 
goal of this chapter is to highlight the potential interplay between cogni-
tive function and poverty and, in doing so, to facilitate further study of this 
potential bidirectional mechanism by providing a “primer for economists” 
on areas of cognitive function, their measurement, and their potential impli-
cations for poverty.
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Despite the potential importance of cognitive function in the lives of the 
poor, there are several challenges for understanding its causes and conse-
quences. First, both the factors impeding cognitive function and the down-
stream effects of reduced cognitive function are likely to be diffuse, making 
measurement of channels and feedback effects challenging. Second, while 
some of the impacts of poverty on cognitive function are immediate (e.g., 
via acute physical pain), other impacts (e.g., via sleep deprivation or nutri-
tion) are slow- moving and cumulative, making them even more challenging 
to detect, both for researchers and individuals themselves. Third, existing 
measurements of many of the channels discussed in this chapter are limited. 
For instance, data on sleeping patterns in developing countries is scarce and 
often limited to self- reports, which are likely to be inaccurate (Lauderdale 
et al. 2008). Yet, although these challenges exist, careful design and improved 
measurement technologies make them surmountable, opening the door to a 
wide variety of high- value studies.

Beyond a potential role in creating feedback loops that increase the per-
sistence of  poverty, an enhanced understanding of  the psychological or 
cognitive lives of the poor is, in and of itself, of substantial value. Improved 
understanding of  the financial lives of  the poor over the previous few 
decades has generated many insights; for example, the wealth of data from 
financial diaries has shed light on the incredible complexity of the finan-
cial lives of  the poor—with those in poverty often balancing a dizzying 
array of transactions, income streams, and debts. These data have helped to 
greatly enhance our understanding of financial behaviors among the poor. 
Similarly, as methods to study cognitive function at scale improve, and as 
there is increased acceptance of the idea that limits on cognition may influ-
ence economic  decision- making, there is significant potential to improve 
our understanding of the psychological lives of the poor, with many broad 
consequences across countless aspects of lives of the poor.

The remainder of this chapter is structured as follows. Section 2.2 begins 
with a concise overview of cognitive functions for economists, including 
definitions and descriptions of four key areas with potential importance for 
economic  decision- making. In addition, this section discusses how to mea-
sure the different aspects of cognitive function in order to quantify potential 
effects of poverty and to facilitate further research in this area. Section 2.3 
then summarizes the existing evidence for the potential impact of poverty 
on cognitive function and economic behavior via various channels, including 
malnutrition, alcohol consumption, monetary concerns, physical pain, sleep 
deprivation, environmental factors, stress, and depression. Section 2.4 shifts 
focus to the impact of different areas of cognitive function on economic 
outcomes, and more broadly to future income, wealth,  decision- making, 
and poverty. Finally, section 2.5 concludes by highlighting open questions 
and high- value areas of future research in the relationship between cognitive 
function and poverty.
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2.2  Cognitive Functions

This section begins with a brief  overview of cognitive functions crucial to 
economic outcomes and  decision- making. Following this overview we will 
discuss four key aspects of cognitive function in detail, as well as canoni-
cal tests to measure them. Additional detail on the cognitive functions we 
consider here can be found in Lyon and Krasnegor (1996), Suchy (2009), 
and Diamond (2013).

2.2.1  Overview of Cognitive Functions

The brain and its many functions have been studied by researchers in 
psychology, neuroscience, and other fields for many decades. Each of its 
roles—for example, movement, sensory input, and interpretation—is essen-
tial to daily life. There is, however, one set of functional areas that is of par-
ticular relevance and interest to  decision- making and economic life. Termed 
“cognitive function” or “executive function” in the cognitive psychology 
literature, these are broadly defined as mental processes that control one’s 
attention, dictate one’s ability to work with information, and are required for 
deliberate activity. Cognitive functions are crucial to task performance and 
 decision- making, and carry  longer- term impacts such as literacy and school 
performance (Borella, Carretti, and Pelegrina 2010; Duncan et al. 2007).

Cognitive functions are top- down processes, initiated from the prefrontal 
cortex of the brain, that are required for deliberate thought processes such 
as forming goals, planning ahead, carrying out a goal- directed plan, and 
performing effectively (Lezak 1983; Miller and Cohen 2001). Although most 
researchers agree on this general understanding of cognitive functions, there 
is a wide array of views on details such as how to categorize its subcompo-
nents, which neurological brain circuits are required for different areas of 
functioning, and whether there exists one unifying mechanism underlying 
all cognitive functions, also known as the “Theory of Unity” (Kimberg et al. 
1997; de Frias, Dixon, and Strauss 2006; Godefroy et al. 1999; Jurado and 
Rosselli 2007).

Although beliefs are wide- ranging, most researchers would agree that 
there is no one unifying mechanism, and broad classification of subcom-
ponents is possible (Miyake et al. 2000). In this chapter, we will utilize this 
classification system of subcomponents of  functioning, focusing on four 
aspects of cognitive functions that are both generally agreed upon by cogni-
tive psychologists and that we consider central to understanding economic 
behavior and outcomes. This list is not fully exhaustive, and the complexity 
of and overlap in cognitive functions make many categorizations possible, 
especially for  higher- order functions. However, in order to keep this intro-
duction to the topic a tractable reference, we focus on a limited number of 
subcomponents with stronger agreement in their categorization and direct 
relevance to economic choices.
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I. Attention is the ability to focus on particular pieces of  information 
by engaging in a selection process that allows for further processing of 
incoming stimuli. This process can happen voluntarily or involuntarily.  
For instance, attention alerts us to sudden loud noises (involuntarily)  
or enables us to comprehend a bullet point on a presentation slide (volun-
tarily).

II. Inhibitory Control is the ability to control impulses and minimize 
interference from irrelevant stimuli. It is used to block out distractions, to 
control impulsive urges, and to override prepotent responses. For example, 
an application of inhibitory control is stopping yourself  from reaching for 
a chocolate cookie on the table when you are exhausted after a long day.

III. Memory is the ability to recall, recognize, and utilize previously learned 
information. Of particular interest in this chapter is working memory, the 
ability to evaluate new information as it enters, to manipulate the informa-
tion if  necessary, and to delete or update irrelevant existing information. For 
example, the use of working memory enables us to remember a conversation 
with another conference attendee, and then to revisit the topic later and 
update a draft paper.

IV.  Higher- Order Cognitive Functions involve one or more of the basic 
cognitive functions highlighted above and are therefore considered more 
complex. This chapter will discuss three  higher- order cognitive functions: 
cognitive flexibility, intelligence, and planning.
Cognitive flexibility is a  higher- order ability that involves switching between 

tasks, rules, or mental sets (Lezak, Howieson, and Loring 2004). For ex-
ample, if  a small business owner decides to implement a new bookkeep-
ing system, adjusting to this change requires a combination of inhibiting 
existing habits, attending to the old and new rules, and actively adopting 
the new system—a more involved process compared to one that merely 
relies on a single cognitive function. Cognitive flexibility is also used inter-
personally, helping us to understand others’ perspectives in situations of 
potential conflict.

Intelligence is commonly separated into fluid and crystallized intelligence. 
The former refers to the ability to solve novel problems and the latter 
involves the ability to use learned languages, subjects, skills, and so forth. 
Both forms of intelligence involve a combination of core functions such 
as attention and memory, rendering them “higher order,” that is, more 
complex cognitive functions (Cattell and Horn 1966).

Planning—also sometimes known as “sequencing”—is the ability to gener-
ate a strategy, including the sequencing of steps, which meets intended 
goal(s). This function is central to many economic activities. For example, 
just to open for the day, the manager of  a restaurant must anticipate 
demand, contract with the necessary suppliers, and organize staff sched-
ules—all tasks that involve sequencing steps appropriately to meet an 
intended goal.
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Each of  these broad constructs has the potential to help shape our 
un derstanding of the relationship between poverty,  decision- making, and 
productivity. Each has direct relevance to a variety of types of economic 
 decision- making, as well as the potential to be shaped by poverty and its 
correlates. Such effects, if  large enough, may in turn lead to reduced socioeco-
nomic mobility or potentially even poverty traps. Before discussing the poten-
tial relationship between these areas of cognitive function and economic 
outcomes, we provide a more thorough description of each area of cognitive 
function, as well as examples of ways to measure them, in order to facilitate 
their integration into economic studies. Appendix table 2A.1 provides a sum-
mary of tasks that can be used to measure cognitive function, including some 
of their advantages and disadvantages for use in development economics.

2.2.2  Attention

Definition and Description of Attention

Given its fundamental nature underlying several other cognitive functions 
and its relevance to  decision- making, attention has garnered exceptional 
interest among both psychologists and economists (Pashler 1998). This 
interest has generated a wide- ranging and deep literature in psychology, with 
many active debates and disagreements about the precise definition, role, and 
boundaries of attention. This chapter aims to define attention in a manner 
consistent with the prevailing views in cognitive psychology, while noting 
some of  the most substantial disagreements with that view. Notably, we 
focus only on conscious attention for the purposes of this chapter, as opposed 
to aspects of attention, such as priming, that could happen subconsciously.

At its most basic level, attention is the selection of information for fur-
ther processing. A key feature of attention is that it is limited (Broadbent 
1958). It is not possible to attend to and encode the millions of  stimuli 
encountered each day. That is, attention filters information into or out of 
processing mechanisms, enabling us to focus more effectively on the things 
we care about (Sternberg and Sternberg 2011; Treisman and Gelade 1980; 
Cohen 2014). Given this filtering role, and because one usually attends to 
a stimulus before being able to retain or recall information, the early and 
still prevailing view is that attention is a key component of memory (Yates 
1966; Phelps 2006).

Within the realm of attention, researchers have made significant headway 
in understanding the mechanisms underlying attention by separating it into 
categorical types:

Internal versus External Attention. One such categorical distinction is the 
separation between internal and external attention (Chun, Golomb, and 
Turk- Browne 2011). Internal attention is the selection, modulation, and 
maintenance of  internally generated information. For instance, a use of 
internal attention would be thinking about the upcoming deadline for a 
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journal submission. In contrast, external attention is the selection and mod-
ulation of incoming stimuli from your surroundings, for example, viewing 
images as they appear on a television screen.

Narrow versus Broad Attention. A second categorical distinction of atten-
tion is narrow versus broad attention (Wachtel 1976). In broad attention, 
a person pays attention to many stimuli or attributes of stimuli simultane-
ously, whereas in narrow attention, the person excludes irrelevant informa-
tion, allowing for a limited focus. This categorization of attention is consid-
ered to coexist with internal and external attention. The theory of attention 
developed by Nideffer (1976), and the scale developed from it (the Test of 
Attention and Interpersonal Style), states that attention is a two- factor pro-
cess, measured by both breadth (narrow versus broad) and direction (inter-
nal versus external), and that people use combinations of these two factors 
of attention depending on the task at hand. For instance, a student solv-
ing a math problem on an exam would be using narrow internal attention, 
whereas that same student would use broad external attention when arriving 
at a party later that night to scan the room, see who is present, and decide 
who to begin talking to.

Simple versus Complex Attention. Related to narrow versus broad atten-
tion, but less well known, is the classification of simple versus complex atten-
tion, as proposed by Lim and Dinges (2010). Simple attention refers to 
attending to one stimulus, whereas complex attention refers to attending to 
multiple stimuli at the same time. While this categorization is not very com-
mon among psychologists, tasks devised to measure cognitive functions can 
be to a large extent related to either simple or complex attention. As such, 
this categorization provides a straightforward structure to understand atten-
tion and, in particular, to study the potential relationship between poverty 
and cognitive function.

Other classifications are arguably less informative when considering 
downstream effects such as economic  decision- making and productivity. 
For example, posterior and anterior attention studied in neuroscience focus 
on the specific neurotransmitters that are active in the brain when attending 
to different stimuli and investigate in depth the particular brain cells at play 
(Peterson and Posner 2012). Due to our focus on the relationship between 
cognitive function and economic outcomes of interest, these discoveries are 
not our primary focus; therefore, we proceed with the simple versus complex 
attention categorization. The next section provides examples of tests mea-
suring simple and complex attention.

Measuring Attention

One of the areas of attention with potentially significant consequences 
to human behavior is “sustained attention,” also commonly referred to 
as “vigilance” or “attentional vigilance” (Egeland, Johansen, and Ueland 
2009). This skill is the general ability to detect a stimulus during times of 
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habituation and/or tiredness (Mackworth 1968; Robertson et al. 1997). A 
common example of this skill is driving, especially while fatigued. In lab 
and field settings, measuring vigilance usually involves identifying a target 
signal from a pool of otherwise continuous and repetitive nontarget stimuli. 
This section describes canonical tasks used to measure this skill, in both its 
simple and complex forms.

I. Psychomotor Vigilance Task. Within simple attention, one widely used 
task to measure attentional vigilance is the Psychomotor Vigilance Task 
(PVT). The PVT is especially popular among sleep researchers (Basner and 
Dinges 2011; Basner, Mollicone, and Dinges 2011; Dinges et al. 1997). In 
this task, researchers ask participants to press a button when a stimulus, such 
as a light or a colored dot, appears. The task measures reaction time and 
accuracy—in other words, how quickly the participant (correctly) presses 
the button when the stimulus appears, and how often she presses the but-
ton when no stimulus appears (a false response). In a review by Basner and 
Dinges (2011), the most common outcome metric of the PVT is the number 
of  “lapses,” reported by around two- thirds of  published studies. Lapses 
are usually defined as a reaction time of longer than 500 milliseconds and 
are understood as breaks in one’s attention (Lim and Dinges 2008). Other 
commonly used metrics are mean reaction time, inverse reaction time, fast-
est 10 percent of reaction times, and median reaction time. The PVT col-
lects extremely granular data, as it is administered on a computer (or other 
electronic device) and records time on a millisecond scale. Researchers can 
easily adjust factors such as interstimulus interval—the time and regularity 
of gaps between the appearance of two stimuli, a feature that impacts task 
difficulty. Participants exhibit limited learning effects in this task, making 
it ideal for repeated use in  within- subject designs (Dorrian, Rogers, and 
Dinges 2005). The task does, however, require electronic administration, 
which can make it inconvenient in certain field settings. Increasing the dura-
tion of the task generally increases error rates, especially when implemented 
along with a battery of other cognitive tasks (Lim et al. 2010).

II. Concentration Endurance Test. In contrast to simple attention tasks, 
complex attention tasks involve more than one stimulus and/or more than 
one rule. The Concentration Endurance Test, also known as the “d2 Test 
of Attention,” is a task that aims to measure sustained attention (Bates and 
Lemay 2004). Participants view a continuous list of letters p and d, with up to 
two marks above and up to two marks below each of the letters. The partici-
pants then identify and cross out each case of the letter d that has two associ-
ated marks. Common outcome variables include the total number of correct 
cancellations, errors, and the distribution of errors. The task requires par-
ticipants to recognize the letter “d,” making literate participants more easily 
able to complete the task, but it can be administered using similar shapes as 
opposed to letters for nonliterate participants or participants whose native 
language does not use the Latin alphabet. Notably, the task requires accurate 
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visual scanning, which can be impeded not only by poor attention, but also 
by poor eyesight, a common concern in developing countries.

2.2.3  Inhibitory Control

Definition and Description of Inhibitory Control

Inhibitory control is a top- down mental process that blocks out distrac-
tions, controls impulsive urges, and overrides prepotent responses (Rothbart 
and Posner 1985). It is sometimes used interchangeably with self- control, 
and is also referred to as “selective attention,” “attentional control,” “atten-
tional inhibition,” and “executive attention” (Lavie et al. 2004; Kane and 
Engle 2002; Kaplan and Berman 2010). The ability to control impulses has 
been studied extensively in child development (Carlson and Moses 2001; 
Diamond and Taylor 1996; Mischel, Shoda, and Rodriguez 1989) as well 
as among adults (Ward and Mann 2000; Dempster 1992). This important 
aspect of cognitive functioning enables people to perform well socially, phys-
ically, at work, and in society. For example, discipline and self- control are 
required to refrain from eating when on a diet (Shiv and Fedorikhin 1999), 
or to inhibit socially inappropriate responses when mentally drained (von 
Hippel and Gonsalkorale 2005).

One notable model of self- control proposes that self- control is governed 
by a limited resource that can be depleted over time (Baumeister et al. 1998; 
Muraven, Tice, and Baumeister 1998). This model, known as the “ego- 
depletion” model, has been empirically tested, with meta- analyses finding 
small effect sizes. But more recent replications of the task used to study this 
phenomena have called this conclusion into question, with a preregistered 
trial involving  twenty- three labs and over 2,000 participants finding no sig-
nificant effect (Hagger et al. 2016).

However, there is better evidence that situational factors can have a sig-
nificant effect on self- control. In addition to individual differences, variable 
factors in one’s environment or life circumstances such as fatigue or cog-
nitive load may also affect the availability of this limited mental resource 
(Inzlicht and Schmeichel 2012; Muraven and Baumeister 2000). For ex-
ample, it is much more difficult to suppress one’s impulses after exposure 
to stress (Glass, Singer, and Friedman 1969) or when working in a crowded 
space (Sherrod 1974), both prevalent conditions faced by the urban poor. 
Empirically, recent prominent work on self- control has focused on exploring 
the consequences of depleted self- control and ways to overcome this deple-
tion (Baumeister 2002; Hofmann, Rauch, and Gawronski 2007; Hofmann,  
Friese, and Strack 2009).

Measuring Inhibitory Control

This section describes a subset of the many cognitive tasks used to mea-
sure inhibitory control. Researchers have applied the tests discussed below 
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in a wide range of settings and populations, providing a useful guide for 
designing future experimental studies related to inhibitory control.

I. Hearts and Flowers Task. This task, previously known as the Dots Task, 
shows participants a screen that is divided into two panels where either a 
heart or a flower appears on one side of the screen.1 In the first round, partici-
pants are shown only hearts and are asked to click a button on the same side 
as the heart whenever it appears. In the second round, only flowers appear 
and participants are asked to click on the opposite side of the screen as the 
flower. Finally, in the third round, individuals see both hearts and flowers, 
and the goal is to click on the appropriate side of the screen according to the 
rule for each stimulus. Round 2 and in particular round 3 measure inhibitory 
control, as they require individuals to override their natural tendency to 
press on the same side whenever flowers appear on the screen. While this test 
does require inhibitory control, it has been critiqued as also requiring work-
ing memory (Diamond 2013). A different version of this test, using arrows 
instead of symbols, is particularly effective at separating inhibitory control 
from other cognitive functions (Davidson et al. 2006).2 The test can be made 
more difficult by decreasing the amount of time individual stimuli appear on 
the screen. Though this task is most effectively administered electronically, it 
is well suited for economic development research. It is quick, easy to explain, 
and does not require specific background knowledge or a specific education 
level, making it applicable in a wide range of settings.

II. Eriksen Flanker Task. In this task, participants are shown a set of five 
stimuli, of which they are supposed to respond only to the middle stimulus 
(Eriksen and Eriksen 1974; Mullane et al. 2009). A common version of this 
task uses an arrow as the target (middle) stimulus. Respondents have two 
buttons—one left and one right—and are asked to press the button cor-
responding to the direction of the target arrow. The target stimulus can be 
flanked by congruent stimuli (e.g., arrows pointing in the same direction as 
the target), incongruent stimuli (e.g., arrows pointing in the opposite direc-
tion of the target), or neutral stimuli (e.g., squares flanking the target arrow). 
Incongruent stimuli require participants to use top- down control to focus 
on the middle stimulus (Diamond 2013). Using an arrow as the stimulus for 
this task minimizes memory requirements from participants, as the arrows 
indicate where the participant is supposed to respond. This task is best per-
formed electronically, and researchers have limited ability to manipulate its 
difficulty. When conducted using arrows as described above, however, the 
test does not require any background knowledge or educational attainment 

1. The Hearts and Flowers Task is quite similar to an older task known as the Simon task. 
This task has two rules: press left for one stimulus, and press right for a second stimulus. The 
stimulus can appear on the right or left side of the screen. While the side of the screen on which 
the stimuli appear is irrelevant, respondents tend to be quicker when the stimuli appear on the 
same side as their associated response (this is termed the Simon effect) (Lu and Proctor 1995).

2. As it only requires participants to hold one rule in mind at a time it does not require 
working memory.
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level, and more effectively separates inhibitory control from other cognitive 
functions such as working memory.

III. Stroop Test. While there are a number of versions of the Stroop Test, we 
detail two in this chapter: the Classic Stroop Test and the Spatial Stroop Test.

The Classic Stroop Test displays a list of words that spell out the names 
of colors (Stroop 1935). The congruent condition occurs when the word 
matches the ink color (e.g., the word “blue” is displayed in blue ink). Con-
versely, the incongruent condition occurs when the word is displayed in a 
different color ink (e.g., the word “blue” displayed in green ink). The goal of 
the task is to name the color of the ink as opposed to the word, for instance, 
blue in the congruent condition and green in the incongruent condition 
(MacLeod 1991).3 Although it is a common test in developed countries, the 
Stroop Test has several disadvantages for development researchers. In par-
ticular, most versions require literacy, and different educational levels are 
likely to affect performances. A numeric version of the task can overcome 
the literacy barrier, although it may still be problematic if  numeracy is also 
low. The test is also typically conducted electronically (though it can be 
done with paper and a stopwatch), and there is little researchers can do to 
manipulate its difficulty other than shorten the response time.

The Spatial Stroop Test relies on the same basic concept as the Classic 
Stroop Test, but measures spatial rather than verbal and visual incompatibil-
ity. Researchers show participants both relevant and irrelevant dimensions 
of a stimulus, which are similar and can influence responses. For example, 
in one variant, participants are shown an arrow that points left or right (in 
another variant they are shown the words “LEFT” or “RIGHT”) and that is 
displayed on either the left or right side of the computer screen. Participants 
are asked to press the button on the side the arrow is pointing to, ignoring the 
location of the arrow on the computer screen. While the side of the screen 
on which the stimuli appear is irrelevant, respondents tend to be quicker 
when the stimuli appear on the same side as their associated response. This 
version of the task has an advantage over the Classic Stroop Test in that it 
does not require literacy when using the arrow stimuli. Though generally 
administered electronically, this task is otherwise well suited to field settings, 
as it is both quick and easy to explain. Researchers can also alter the diffi-
culty of the task easily by adjusting its speed.

2.2.4  Memory

Definition and Description of Memory

Memory is the ability to encode, store, retain, and retrieve information 
and previous experiences (Kandel, Schwartz, and Jessell 2000). This ability 

3. Although the classic Stroop Test is a prototypical test of inhibitory control (Miyake et al. 
2000), MacLeod et al. (2003) argue that the “Stroop effect” or “Stroop interference”—a delayed 
response when ink color differs from that of the displayed word—may not measure inhibition.
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to retain and use previous knowledge supports relationship building and is 
essential to learning. Memory has multiple components; for instance, audi-
tory memory is the ability to process and retain oral information (informa-
tion given “out loud”), whereas visual memory is the ability to remember 
what one has seen. Short- term memory describes the brain’s ability to retain 
information for a short amount of time. Information can then be stored for 
long- term usage via rehearsal or active processing. Closely connected to 
 short- term memory is working memory, which describes a person’s abil-
ity to simultaneously store and manipulate (work with) information. More 
information on  short- term, long- term, and working memory follows.

Short- Term Memory and Long- Term Memory. Research on memory has 
explored the relationship and interactions between what we commonly 
and intuitively refer to as “short- term memory” and “long- term memory” 
(James 1890). Short- term memory is defined as information that enters into 
conscious memory through a sensory registry such as through the eyes or 
sense of touch. Information then resides for a short period of time in the 
conscious memory but will be forgotten if  not deliberately rehearsed or man-
aged. Scientists generally agree that the capacity of  short- term memory is 
limited, with seven plus or minus two considered to be the typical number 
of items one can hold in  short- term memory at the same time (Miller 1956). 
Following extensive rehearsal and active processing, information solidifies 
and moves into long- term memory, where it is retained for future use. When 
people’s actions, decisions, and speech require them to retrieve informa-
tion from long- term memory, the memory or information moves back into 
 short- term memory for active use. Compared with the limited capacity in the 
 short- term store, researchers hypothesize that the capacity of the long- term 
store is unlimited (Cowan 2008).

Working Memory. Research in recent decades has largely replaced the 
concept of  short- term memory with an integrated, multicomponent clas-
sification known as working memory (Baddeley and Hitch 1974). Working 
memory refers to the set of cognitive processes involved in the temporary 
storage and manipulation of information (Diamond 2013). For example, a 
waitress taking orders at a dining table could use working memory to remem-
ber all the orders without writing anything down. She might also manipulate 
the “data” in her mind by grouping all the appetizers, all the drink orders, 
and so on. This combination of temporary storage and manipulation is the 
core of working memory. As with  short- term memory capacity, individuals’ 
working memory capacity is limited. There is some disagreement among 
researchers in psychology about how working memory fits into the broader 
category of cognitive function. In particular, working memory and inhibi-
tory control are often difficult to parse completely. One possibility, which 
is popular within computational modeling, is to group inhibitory control 
with working memory (Hasher and Zacks 1998, 2006; Miller and Cohen 
2001; Munakata et al. 2011). However, although there is some overlap, here 
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we treat working memory and inhibitory control as distinct due to their dif-
ferential impacts on economic outcomes, as we will outline in section 2.4.

Measuring Memory

Cognitive psychologists have devised numerous tasks to measure  short-  
term and working memory. We discuss four such tasks, including their rele-
vant variations.

I. Digit Span Tasks. To measure  short- term memory, researchers often 
use the Forward Digit Span Task, in which participants are read a list of 
numbers and then asked to repeat these numbers in the same order (Dane-
man and Carpenter 1980, 1983). Participants with a lower level of numeracy 
may be at a disadvantage in this task, so researchers can substitute simple 
items or words in place of numbers as needed. One also can modify this task 
to have participants listen to and repeat nonnumerical items and reorganize 
them. For instance, modifications might include providing participants with 
a series of letters to list back in alphabetical order (requires literacy) or a 
series of objects to list back in order of size (requires background knowledge 
of items, which may differ across settings). This task is easy to implement in 
the field—it does not require any equipment other than what is needed to 
record participants’ responses. Outcomes for this study are accuracy and the 
longest correctly remembered span. It is easy to make this test more challeng-
ing by increasing the number of digits or objects the participants are asked 
to remember. Closely related to the Forward Digit Span Task is the Reverse 
Digit Span Task. Intuitively, the task asks participants to listen to a list of 
numbers and repeat them in reverse order. Similar to the modifications of the 
task discussed above, this version of the task is commonly used as a measure 
of working memory because it requires some manipulation of information 
instead of mere repetition. This task has the same implementation challenges 
as the Forward Digit Span Task, but similar modifications can be imple-
mented. Both the forward and reverse digit span tasks are sometimes imple-
mented asking the participant to reorder the digits numerically. However, 
this version of the task is less desirable in contexts where numeracy is low.

II. Corsi Block Test. The Corsi Block Test (Corsi 1972) is well suited to 
measure  visual- spatial memory (Lezak 1983). Participants view a series of 
spatially separated blocks, which individually change colors in a random 
sequence. They then tap or click the series of blocks in the order in which 
they changed color. In an alternative version of this task, a researcher will 
tap individual blocks and participants are then asked to tap these blocks in 
the same order as the researcher. The sequence typically starts out with a 
small number of blocks (e.g., each series will consist of two flashing blocks) 
and then becomes more and more difficult as the number of blocks in the 
series increases. As initially designed, the Corsi Block Test does not require 
mental manipulation, which categorizes it as a  short- term memory test 
rather than a working memory test. However, the Reverse Corsi Block Test, 
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in which participants reverse the order of the indicated blocks, measures 
working memory. The Corsi Block Test is also relatively easy to implement 
in the field; it can be administered on paper or electronically, and a tab-
let version, eCorsi, has been developed (Brunetti, Del Gatto, and Delogu 
2014). The task also does not require any particular background (such as 
numeracy), making it particularly well suited for research in development 
economics. Furthermore, researchers can easily increase the test’s difficulty 
by increasing the number of blocks respondents must remember.

III. N- Back Task. The N- Back Task is a commonly used test of working 
memory. In this task, participants are presented with a series of stimuli. They 
are then asked to press a button or otherwise indicate if  the current stimuli 
matches the stimuli presented n stimuli prior (Kirchner 1958). Both accuracy 
and speed are measured as outcomes of interest. This task can take a visual 
form, in which a series of objects are shown on a screen, or an auditory form, 
where a participant listens to a series of words. A third variant of the task, 
the “dual- task” version, uses a similar framework but presents two indepen-
dent, simultaneous sequences—typically one visual and one auditory, to 
which respondents must respond (Jaeggi et al. 2003). While N- Back is widely 
used, its validity as a test of working memory has been questioned by studies 
finding that its results are only weakly correlated with other well- accepted 
measures of working memory (Jaeggi et al. 2010; Kane et al. 2007). In its 
general form, the test generally does not require literacy or numeracy, unless 
words, letters, or numbers are used as stimuli. It can be made more or less 
difficult by adjusting the n parameter or speed of the stimuli.

IV. Self- Ordered Pointing Task. This test measures nonspatial or spatial 
working memory (Petrides et al. 1993; Petrides and Milner 1982). Partici-
pants are shown three to twelve objects (in the form of boxes with line 
drawings or other identifiable stimuli), and are then asked to touch one 
item at a time, without repeating items, until each object has been touched. 
However, the test randomly scrambles the locations of the objects in between 
turns. A modification of this task that measures spatial working memory 
also includes an identical set of objects that remain stationary throughout 
the task (Diamond et al. 2007; Wiebe, Lukowski, and Bauer 2010). One can 
manipulate the difficulty by increasing the number of items. The task can 
be carried out either electronically or using physical objects (or paper draw-
ings). It does not require participants to have a specific background or a 
certain level of education, making it appropriate in a wide range of settings.

2.2.5   Higher- Order Cognitive Functions

Definition and Description of  Higher- Order Cognitive Functions

In the previous sections we presented attention, inhibitory control, and 
memory as unidimensional cognitive functions because researchers attempt-
ing to understand the human mind typically focus on one specific aspect of 
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functioning while controlling for or mitigating the influence of unrelated 
areas in order to obtain the cleanest results. However, as described previ-
ously, attention, inhibitory control, and memory are all interrelated and 
difficult to fully disentangle because they utilize the same region in the brain 
(Stuss and Alexander 2000).4

In fact, real- life human behavior rarely relies on one cognitive domain 
alone and instead usually requires a combination of these underlying func-
tions. For example, think about the seemingly simple act of crossing a road. 
All of the core cognitive functions are at play here. First, you pay attention to 
the traffic light and the passing vehicles. Looking at the cars, you use working 
memory to calculate their speed and distance and contemplate whether jay-
walking seems safe enough. However, you decide to suppress your impulse 
to jaywalk because the young child next to you is patiently waiting for the 
green light and you want to set a good example; you exert inhibitory control. 
This example illustrates the complexity involved in almost every decision or 
action we take, even those that appear mundane on the surface. Instead of 
using a unidimensional cognitive function, our actions and decisions typi-
cally require a multidimensional approach, combining several of the cogni-
tive functions discussed so far. In this section, we discuss the more advanced 
types of cognitive functions, which we refer to as “higher- order cognitive 
functions,” focusing on cognitive flexibility, intelligence, and planning, three 
key areas with the potential to greatly impact economic outcomes.

Cognitive Flexibility. The ability to adapt to changing circumstances is 
referred to as cognitive flexibility (Friedman et al. 2006; Andrewes 2001). 
This mental process is used when a situation is altered and there is a need 
to adapt to the new context by updating procedures to reflect new circum-
stances, rules, or environments. Cognitive psychologists hypothesize that 
cognitive flexibility is composed of three steps (Martin and Rubin 1995; 
Martin and Anderson 1998). The first is an awareness that there are options 
and alternatives available in a given situation. The second is a willingness to 
be flexible and adapt to a given situation. The third is the decision to make 
the switch and modify behavior or beliefs given the situation. Researchers 
argue that all three steps are critical because one cannot adapt to a new 
rule without an awareness of it, and similarly, one would not successfully 
adapt to the new rule without the willingness and ability to change. Cogni-
tive flexibility is also referred to as set shifting, task or attention switching/
shifting, cognitive shifting, and mental flexibility (Tchanturia et al. 2012; 
Canas et al. 2002).

Fluid and Crystallized Intelligence. General intelligence is typically con-
sidered to have two components: fluid intelligence and crystallized intel-
ligence (Horn and Cattell 1967). Fluid intelligence refers to the ability to 

4. Diamond (2013, figure 4) is an excellent summary of the interrelation of cognitive func-
tions.
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solve novel problems and to adapt to new situations. Frequently abbreviated 
as gF in the literature, researchers believe fluid intelligence exists indepen-
dently of acquired skills and knowledge (Cattell 1963). Individuals who use 
logic such as deductive reasoning to solve a puzzle or think about problems 
abstractly employ fluid intelligence. As a  higher- order cognitive function, 
it is most often associated with memory, in particular, working memory, 
which involves updating and manipulating information. In contrast, crystal-
lized intelligence, commonly abbreviated as gC, relies on acquired skills and 
knowledge from one’s schooling and/or upbringing. Crystallized intelligence 
can be formed from experience or information and also relies on memory, in 
particular, long- term memory (Knox 1997). Notably, intelligence measures 
are often used interchangeably with other  decision- making activities. For 
example, many researchers view reasoning and problem solving as synony-
mous with fluid intelligence (Diamond 2013); others group reasoning and 
crystallized intelligence together as a closely related construct (Lim and 
Dinges 2010).

Planning is a  higher- order construct that captures the ability to think stra-
tegically about how best to sequence steps in order to obtain a goal. In order 
to plan well, individuals must consider multiple hypothetical sequences of 
events and actions that could be used to reach an intended outcome and then 
assess which will most efficiently and effectively help them reach the intended 
outcome (Carlin et al. 2000). This construct is also sometimes referred to as 
“sequencing.” There is less direct agreement on how to categorize and define 
planning given the large number of underlying aspects of cognitive function 
required, including some  higher- order functions, but its direct relevance to 
economic choices and actions make it worthwhile to consider nonetheless 
(Miyake et al. 2000; Beshears, Milkman, and Schwartzstein 2016). In the 
context of this chapter—considering both psychological approaches and 
economic approaches—it is important to note that there is a key distinc-
tion between the ability to plan and the act of undertaking planning. The 
psychological approach to planning focuses more on planning ability. We 
will follow this approach here as a useful first step. However, the economic 
approach to planning would also want to consider whether an individual 
chooses to make a plan and follow through on it. Since those choices also 
draw on other domains, we will limit our discussion to measuring planning 
ability for the purposes of this chapter.

Measuring  Higher- Order Cognitive Functions

This section describes tasks used to measure  higher- order cognitive func-
tions. We divide the tests into four categories: (a) cognitive flexibility, (b) fluid 
intelligence, (c) crystallized intelligence, and (d) planning.

I. Wisconsin Card Sorting Task. Measuring cognitive flexibility often 
involves a series of set- shifting tasks. A prominent example is the Wiscon-
sin Card Sort Task, in which participants are provided with a deck of cards, 
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each of which can be sorted by color, shape, or number (Berg 1948; Grant 
and Berg 1948). The objective here is for participants to learn the correct 
sorting criterion based on feedback provided by the experimenter as to 
whether they have sorted the card correctly. In this task, however, the rules 
change periodically and without notification, such that participants must 
learn to change the sorting rule based on the feedback they receive, which 
requires cognitive flexibility. In its standard form, the task requires the abil-
ity to read and understand numbers. However, it can be adjusted to only 
include color and shape.5 On the other hand, it is easy to explain and can 
be conducted electronically or with paper cards, making it practical in field  
settings.

II. Raven’s (Progressive) Matrices Test. The most common and univer-
sally accepted measure of fluid intelligence (and a frequent component of 
IQ tests) is the Raven’s Matrices Test, developed by the British psycholo-
gist John Raven almost eighty years ago (Raven 1936, 2000). In this test, 
researchers ask participants to consider a main figure that is missing a sec-
tion. The goal of the task is to choose the missing piece that will complete 
the figure with a logical pattern from a set of (typically eight) options. Easier 
versions of Raven’s Matrices involve simple matching tasks such as identify-
ing the shape that matches the other shapes in the figure, while more difficult 
puzzles require participants to solve an analytical problem or apply multiple 
logical rules (Prabhakaran et al. 1997). While the traditional Raven’s Matri-
ces set contains sixty such trials, more recent studies that use this task as part 
of a larger battery of tests use fewer trials (Mani et al. 2013; Raven 2000). 
Researchers can alter the difficulty of a Raven’s Matrices task by increasing 
the number of multiple choice options available or the complexity of the 
rules participants must deduce to complete the puzzle.

III. Wechsler Adult Intelligence Scale (WAIS). Researchers frequently use 
this test to measure both fluid and crystallized intelligence. Composed of 
eleven subtests, the WAIS consists of both a “verbal” and a “performance” 
component (Lichtenberger and Kaufman 2009; Wechsler 2008). The verbal 
sections include vocabulary, digit span, comprehension, and arithmetic. The 
performance sections include picture completion and arrangement, object 
assembly, and so forth. There are three variants of Wechsler Intelligence 
Tests, designed for (a) adults, (b) young children, and (c) older children, 
each of varying difficulty. As described above, tasks that measure crystal-
lized intelligence rely on previous knowledge. As a result, performance on 
subtests that involve vocabulary or sentence completion can be limited by 
language skills, making implementation and interpretation difficult in many 
 developing- country settings. The test has been translated into over twenty 
languages to date.

5. See, for instance, “Berg’s Card Sorting Test,” the Psychology Experiment Building Lan-
guage (PEBL) computerized version of the Wisconsin Card Sorting Task.
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IV. Tower of London Task. The Tower of  London Task is among the 
most common tasks used to measure planning ability. In this task, par-
ticipants are presented with two configurations of  three stacks of  small 
colored disks arranged on pegs. The first configuration of the disks is the 
target or goal arrangement and the second configuration of the disks is the 
starting arrangement. The participant’s task is to reach the goal arrange-
ment from the starting arrangement in the fewest possible moves of disks 
(Banich 2009). To complete the task by moving the disks from the starting 
arrangement to the goal arrangement, participants must follow a number 
of different rules. The specifics of the rules may vary to alter the difficulty of 
the task, but typically fall into three categories: (a) the number of disks that 
can be moved at one time—typically just one disk can be moved at a time; 
(b) which disks can be moved—typically only the top disk in the stack; and 
(c) limits on the number of disks that can be placed on a single peg—typi-
cally either the same across all pegs or descending with the height of the peg 
(e.g., three disks on the tallest peg, two on the peg of intermediate height, 
and only one on the shortest peg).

As the goal of the task is to capture planning ability, the participants are 
asked to plan ahead mentally before carrying out the task physically. Par-
ticipants typically undertake a large (e.g., twenty) number of trials of varied 
difficulty to more precisely capture the individual’s ability. The complexity 
of the task can be increased by (a) increasing the number of colored disks 
used in the trial or (b) increasing the required number of moves to correctly 
complete the puzzle with a fixed number of disks. Outcome measures include 
the total number of moves, the number of trials solved in the fewest possible 
moves (considered to be “correct”), the time taken to plan in advance of 
starting to move the disks, and time taken to move the disks (Unterrainer 
et al. 2004).

2.2.6  Practical Concerns

Most of the tasks described above exhibit several useful features that pro-
mote ready utilization across a variety of domains. These features include 
ease of  administration, broad applicability, and ease of  instruction, as 
described in more detail in Schilbach, Schofield, and Mullainathan (2016). 
Yet, important caveats remain in order to successfully integrate these tasks 
into randomized trials or surveys. First among these is the importance of 
careful piloting of the task in the relevant population. As described above, 
there are often a variety of ways to adjust the difficulty of each task and 
piloting provides the opportunity to make appropriate adjustments for the 
population of interest. Selection of the task settings that are most appropri-
ate for the context will help the researcher to avoid both floor and ceiling 
effects. In addition, integrating at least one and sometimes several practice 
rounds before starting the actual posttreatment trials to be used as outcome 
measures will reduce the variance unrelated to the treatment across par-
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ticipants. Piloting the task is typically necessary to identify the appropri-
ate number of  practice rounds to provide accurate measures and ensure 
comprehension of the task. Finally, piloting also provides an opportunity 
to fine- tune instructions in the local language and ensure that surveyors are 
providing complete and accurate instruction both via direct observation 
and via analysis of pilot data for variation in performance by the surveyor 
conducting the test.

Another important consideration in utilizing these tasks is the selection 
of appropriate outcome measures. In contexts with repeated measurement, 
participants increase proficiency, potentially leading to a significant fraction 
of participants reaching the maximal performance. This issue is particularly 
likely to arise for measures with a natural maximum (e.g., accuracy rates). It 
is possible to avoid this concern by considering measures without a natural 
maximum and with greater potential variation, such as reaction times. Some 
researchers have also used even more granular measurements of speed and 
accuracy, such as fastest 10 percent reaction times (Basner and Dinges 2011). 
Alternatively, another approach that can be effective in avoiding such con-
cerns is to design the task to include multiple rounds of increasing difficulty.

2.2.7  Identifying Alternative Tasks

The tasks described here provide merely an overview of a few potential 
tasks that can be used to capture different elements of cognitive function. 
Many other tasks can also be used to measure these (and other) aspects 
of cognitive functions but were omitted for brevity. A number of websites 
provide resources to implement additional tasks, though they vary in the 
areas of cognitive functions targeted, as well as in flexibility and quality of 
implementation, instructions, and outcome data. A few such examples are 
provided below. In addition, although not yet finalized, the authors will post 
software and instructions for a number of the tasks described above to their 
websites shortly. This software is free of charge and is intended specifically 
for use in research, with flexible settings and comprehensive data collection.

Additional Resources for Cognitive Tasks:

1. ICAR: http://icar- project.org/. See also: http://icar- project.org/papers 
/ICAR2014.pdf.

2. Kikolabs: https://www.kikolabs.com/.
3. Cognitive Fun!: cogfun.net.

2.3  Impact of Poverty on Cognition and Economic Behavior

Although it may seem counterintuitive that a person’s fundamental cogni-
tive “capacity” can be altered by his or her circumstances, there is a small 
but growing literature that demonstrates poverty can and does impact cogni-
tive function in a variety of ways. This section briefly discusses some of the 



76    Emma Boswell Dean, Frank Schilbach, and Heather Schofield 

factors associated with poverty that have been shown to impact cognitive 
function and economic behaviors. Moreover, it provides a nonexhaustive 
introduction to other aspects of life in poverty for which the evidence is more 
limited but suggestive of  potential negative impacts and warrant further 
investigation. For each of the factors described below, a growing body of 
evidence of its impact on cognitive function and economic behaviors exists. 
However, much more evidence is needed to fully understand such impacts. 
Moreover, we have only very limited evidence regarding individuals’ aware-
ness of these potential effects.

2.3.1  Malnutrition

Throughout history, malnutrition has been associated with poverty. This 
relationship is still present today. One- seventh of the world’s population is 
below the level of caloric intake recommended by health professionals, and 
the vast majority of these individuals are among the poor in developing coun-
tries (Food and Agricultural Organization of the United Nations et al. 2011). 
Economists have studied this relationship for over sixty years, modeling nutri-
tion as both consumption and an input into physical productivity (Leiben-
stein 1957; Bliss and Stern 1978; Stiglitz 1976; Dasgupta and Ray 1986). 
However, in recent years, the possibility of such traps has been discounted 
due to good evidence that liquidity is unlikely to constrain investment in calo-
ries. Hence, a revealed preference argument suggests that despite the appar-
ently low consumption, any productivity gains from additional caloric intake 
are likely to be relatively small—less than the discount rate. Yet, there are 
both behavioral and structural reasons why this argument may not hold and, 
to date, a potentially critical aspect of this relationship may have been over-
looked: too little food may impact not only physical function, but also mental 
function: thoughts may become lethargic, attention difficult to sustain, and 
temptations harder to resist (Fonseca- Azevedo and  Herculano- Houzel 2012; 
Gailliot et al. 2007; Danziger, Levav, and  Avnaim- Pesso 2011; Baumeister 
and Vohs 2007; US Army Institute of Environmental Medicine 1987).

Schofield (2014) tests this idea with a randomized trial that examines 
the impact of additional calories on measures of cognitive function among 
low- BMI  cycle- rickshaw drivers in India over a five- week period. Study 
participants undertook a battery of  both physical and cognitive tasks at 
the beginning and end of  the study, in addition to reporting their labor 
supply and earnings daily throughout the study. The increased caloric intake 
improved not only labor market outcomes, but also cognitive outcomes; 
treated individuals showed a 12 percent improvement in performance on 
the  laboratory- based cognitive tasks. This gain occurred almost immedi-
ately and was sustained at the fifth week. In addition, these changes also 
manifested in a real- world effort discounting task in which participants 
could choose to provide no labor and earn nothing, to take a journey with a 
lighter load today, or to take a journey with a heavier load tomorrow, with 
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both trips earning the same payment tomorrow. In this decision, treated 
participants were 25 percent more likely to opt to take the journey today 
instead of delaying at the cost of a more difficult trip tomorrow, suggesting 
a meaningful reduction in discount rates for effort in their work.

2.3.2  Excessive Alcohol Consumption

Excessive alcohol consumption has been associated with poverty at least 
since Fisher (1930), yet the underlying causal channels of this relationship 
remain largely unknown. Some aspects of poverty such as physical or men-
tal pain might increase individuals’ demand for alcohol by enhancing its 
 short- term benefits. However, poverty might also be caused or deepened by 
excessive alcohol consumption. By impeding mental and physical function, 
alcohol consumption might distort  decision- making and lower productivity. 
More specifically, Steele and Josephs (1990) posit in their “alcohol myopia” 
theory that alcohol’s narrowing effect on attention causes individuals to 
focus on simple, present, and salient cues, which may in turn lead to short-
sighted behaviors.

In a  three- week randomized field experiment in Chennai, India, Schil-
bach (2017) tests whether such cognitive effects can translate into economi-
cally meaningful real- world consequences. In this study, financial incentives 
reduced daytime drinking among low- income workers in Chennai, India. 
Higher sobriety due to the incentives caused a large increase in individuals’ 
daily savings as measured by their daily deposits into a personal savings 
box at the study office. Since the incentives for sobriety caused only minor 
changes in alcohol expenditures and labor market earnings, the impact 
of increased sobriety on savings behavior appears to be due to changes in 
myopia rather than due to purely mechanical effects via increased income  
net of  alcohol expenditures. Similarly, in a completely different context, 
Ben- David and Bos (2017) provide complementary evidence on the negative 
impact of alcohol availability on  credit- market behavior in Sweden.

Many open questions regarding the role of alcohol consumption in the 
lives of the poor remain. First, much more work is needed to understand 
the causal impact of alcohol consumption on individuals and their fami-
lies, including labor market behaviors, family resources,  decision- making, 
violence, and well- being among women and children. Second, the under-
lying determinants of the demand for alcohol remain largely unknown. In 
particular, we do not know whether factors associated with poverty such 
as physical and mental pain, depression, or sleep deprivation contribute 
to the demand for alcohol. Third, little is known about the effectiveness of 
different interventions to curb undesired drinking in developing countries. 
Of particular interest could be the evaluation of government policies such as 
increased taxes or even prohibition on consumption of alcohol and its sub-
stitutes, as well as on potential downstream consequences of heavy drinking 
including poverty levels.
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2.3.3  Physical Pain

Heavy physical labor, uncomfortable living conditions, and limited access 
to adequate health care and pain- management tools all contribute to a dis-
proportionate burden of physical pain in the lives of the world’s poor (Pole-
shuck and Green 2008; Case and Deaton 2015). This inequality may be fur-
ther compounded by disparate perceptions of pain; recent evidence suggests 
that economic insecurity in itself  may increase perceived physical pain and 
lead to reduced pain tolerance (Chou, Parmar, and Galinsky 2016). Not sur-
prisingly to those who have experienced physical pain, pain has been shown 
to negatively affect various cognitive domains including attention, learn-
ing, memory, speed of information processing, psychomotor ability, and 
capacity to self- regulate (Moriarty, McGuire, and Finn 2011; Nes, Roach, 
and Segerstrom 2009). Interference with one’s thought process at inoppor-
tune moments can also make it difficult for individuals to focus, potentially 
competing for limited cognitive resources (Eccleston and Crombez 1999).

Such impacts on cognitive function have the potential to also affect eco-
nomic  decision- making, labor supply, and earnings. However, to date, few 
studies have investigated such effects. In one study, Kuhnen and Knutson 
(2005) found that people make more suboptimal financial decisions and are 
more risk averse after the anterior insula, the part of the brain that reacts 
to pain, is activated. Further, acute pain has been shown to increase short-
sighted behavior as well as risk seeking when conditions involve potential 
gains (Koppel et al. 2017). Kilby (2015) considers the impact of changes in 
policies regarding prescription opioid pain relievers and finds increases in 
missed days for injured and disabled individuals. These studies underline the 
potential importance of a better understanding of the role of physical pain 
in the lives of the poor. However, much more evidence is needed to learn 
about the impact of  physical pain on economic behavior and well- being 
among the poor as well as about potential policies to help individuals to 
alleviate their pain in a sustainable way.

2.3.4  Sleep Deprivation

While inadequate sleep is a widespread problem across the globe, the 
poor in particular may not sleep well (Patel et al. 2010; Centers for Disease 
Control 2015). Urban environments and developing countries are particu-
larly prone to interfere with individuals’ sleep due to the higher prevalence 
of ambient noise, heat, light, mosquitoes, stress, overcrowding, and overall 
uncomfortable physical conditions (Grandner et al. 2010; Patel et al. 2010). 
Moreover, suboptimal sleeping conditions may also hinder deep sleep, which 
is essential to cognitive functioning (Sadeh, Gruber, and Raviv 2002; Roehrs 
et al. 1994). Although not yet published, our data collected using small 
 wristwatch- like actigraphs (which accurately measure sleep) worn by over 
200 individuals for two weeks per person among the poor in Chennai, India, 
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supports this idea. Individuals in our sample sleep just over five hours per 
night. This limited sleep may be further exacerbated by poor sleep quality, 
with more than twenty disruptions per night on average. Further, because 
the impacts of sleep deprivation increase with the cumulative extent of the 
deprivation, these impacts may be especially far- reaching among those with 
few options for “catching up” on sleep given poor sleep environments (Van 
Dongen, Mullington, and Dinges 2003; Basner et al. 2013).

A robust body of evidence demonstrates that sleep deprivation and low- 
quality sleep impair cognitive function, including reduction in attention 
and vigilance and impairments to memory and logical reasoning (Lim and 
Dinges 2010; Killgore 2010; Philibert 2005; Scott, McNaughton, and Pol-
man 2006). Moreover, Baumeister and coauthors hypothesize that willpower 
is replenished overnight via sleep (Baumeister 2002). Similar to the literature 
on pain, much less work has been done to document the impact of these cog-
nitive changes on economic  decision- making and labor market outcomes. 
Notable exceptions include a series of papers by Dickinson and coauthors 
that demonstrate that acute sleep deprivation (such as a full night without 
sleep) has mixed effects on risk preferences (McKenna et al. 2007), reduces 
trust and trustworthiness (Dickinson and McElroy 2016), and reduces 
iterative reasoning in a p- beauty game in US populations (Dickinson and 
McElroy 2010). In addition, although the channels through which the effects 
operate are not explored, research utilizing shift work, shifts in sunset time, 
and child sleep quality as sources of  quasi- exogenous variation in sleep find 
significant negative impacts of limited sleep on productivity (Gibson and 
Shrader 2015; Czeisler, Moore- Ede, and Coleman 1982; Costa- Font and 
Flëche 2017). However, much work remains to fully understand the produc-
tivity and  decision- making consequences of sleep deprivation, particularly 
in  developing- country contexts.

2.3.5  Monetary Concerns

One obvious consequence of  being poor is having less money to buy 
things and improve one’s environment. Less obviously, being poor also 
means having to spend more of one’s cognitive resources managing what 
little money is available. The poor must manage sporadic income and con-
stantly make difficult  trade- offs between expenses. Even outside of financial 
 decision- making, preoccupation with money and budgeting can act as a 
distraction, in effect taxing mental resources.

Mani et al. (2013) use two distinct but complementary research designs 
to establish the causal link between poverty and mental function. In the 
first study, the authors experimentally induce participants to think about 
everyday financial demands. For the rich participants, these thoughts are not 
worries. Yet for the poor, inducing these thoughts can trigger concern and 
distraction, with corresponding negative impacts on cognitive performance. 
Complementing this more “laboratory- style” study, the second study uses 
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 quasi- experimental variation in actual wealth over time among Indian farm-
ers. Agricultural income is highly variable, with sugarcane farmers receiving 
income just once a year at harvest time. Because it is difficult to smooth their 
consumption across the year, these farmers experience cycles of poverty— 
poorer before harvest and richer after—generating the opportunity to com-
pare the cognitive capacity of  a given individual across both “rich” and 
“poor” states (the authors rule out competing explanations, such as nutrition 
or work effort). Both studies produce consistent effects, with large and direct 
negative impacts of poverty on cognitive function; when living in poverty, 
economic challenges also manifest as cognitive challenges.

While the effects found in Mani et al. (2013) are striking, they are yet to 
be replicated in other settings. In fact, in the US context Carvalho, Meier, 
and Wang (2016) find no changes in cognitive function or  decision- making 
around paydays among low- income workers using a pre- post design. For 
both studies, important identification concerns remain, which emphasizes 
the need for additional well- identified studies. Moreover, the existing work 
has not considered real- world economic behaviors. As a result, it remains 
an open question whether poverty impedes cognitive function in ways that 
translate into meaningfully large effects on economic outcomes such as labor 
supply, productivity, or savings behavior.

2.3.6  Environmental Factors

A variety of environmental factors including noise, heat, and air pollution 
may also tax cognitive function. These environmental irritants may have 
direct and indirect impacts on the poor, especially in the developing world 
and in particular in urban areas where exposure to these environmental 
irritants is often high (World Bank 2015). While we focus only on specific 
noise and air pollution below, other types of pollution, such as water con-
taminants, could also potentially have an impact on cognitive function and 
 decision- making either through direct chemical channels or through other 
channels such “disgust.”6

Noise Pollution. In urban and developing environments, frequent noise 
pollution from car horns honking, dogs barking, or crowds chattering can 
make it difficult to focus and perform any given task at hand. Studies of 
noise levels in cities in developing countries have found noise levels sig-
nificantly above World Health Organization (WHO)- recommended levels 
(Jamir, Nongkynrih, and Gupta 2014; Jamrah, Al- Omari, and Sharabi 2006; 
Zannin, Diniz, and Barbosa 2002; Oyedepo and Saadu 2009; Mehdi et al. 
2011). In lab and field settings, increases in noise may not only induce anxi-
ety and affect mood, but may also impair performance on cognitive tasks, 

6. Emotions, such as disgust, can impact  decision- making. For example, disgust has been 
shown in lab studies to decrease risk taking (Fessler, Pillsworth, and Flamson 2004) and reduce 
both sale and choice prices (Lerner, Small, and Loewenstein 2004).



Poverty and Cognitive Function    81

particularly those that require attention and memory (Szalma and Han-
cock 2011; Hygge, Boman, and Enmarker 2003; Boman, Enmarker, and 
Hygge. 2003; Enmarker, Boman, and Hygge 2006). Noise can increase the 
mental workload needed for a particular situation by acting as an annoy-
ance or stressor, in effect limiting the available cognitive resources (Becker 
et al. 1995). Children are at an additionally increased risk of the negative 
impact of noise exposure and show impairments in reading comprehension, 
attention, and memory when exposed to noise (Stansfeld et al. 2005; Clark 
and Stansfeld 2007; Hygge, Evans, and Bullinger 2002). Though rigorous 
evidence on the effects of long- term exposure to noise pollution is scarce, 
there are a few studies that suggest that impacts may continue to exist despite 
individuals becoming accustomed to this noise.  Irgens- Hansen et al. (2015) 
find that increased noise is associated with slower response times to a visual 
attention task among employees on board Royal Norwegian Navy vessels, 
where  noise- exposure levels are consistently higher than recommended 
levels. Stansfeld et al. (2005) study the effect of chronic exposure to aircraft 
and road traffic noise on cognitive function in children and find associations 
between long- term exposure to aircraft noise and reading comprehension 
and recognition memory impairments, though they find no association with 
sustained attention. Further, there is suggestive evidence that prolonged 
exposure to noise may impact working memory (Hockey 1986; Szalma and 
Hancock 2011). However, lab evidence suggests that with longer exposure 
to continuous noise, agents can develop coping strategies that allow them 
to mitigate the effects of this noise (Szalma and Hancock 2011). Despite 
the above indications of impacts on cognitive function, there is a dearth of 
evidence regarding the potential downstream impacts of noise pollution on 
decisions and productivity.

Heat. Similarly, excessive heat has the potential to impede cognitive func-
tion and impair motivation. However, evidence to this effect is mixed (Gaoua 
2011). This factor and its potential impacts are particularly relevant to life 
in developing countries, where the tropical environments and the lack of air 
conditioning make oppressive heat a near constant for many individuals.7 
Existing evidence suggests that when exposed to an uncomfortably high tem-
perature, reaction time and accuracy on attention, vigilance, and inhibitory 
control tasks are compromised (Simmons et al. 2008; Mazloumi et al. 2014). 
Moreover, exposure to excessive heat can impact productivity in manual 
work when the body is unable to maintain the appropriate core temperature 
(Kjellstrom, Holmer, and Lemke 2009). At the macro level, countries in hot 
climates have lower total agricultural output and economic growth, which 

7. Given the long- term exposure to heat among those living in tropical regions, individuals 
do acclimatize to heat, which improves their physiological responses to heat exposure (Cheung 
and McLellan 1998; Fox et al. 1967). Radakovic et al. (2007) found that acclimation to heat 
did not improve performance on attention tasks; however, it did improve performance on more 
complex tests of cognitive function.
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could be partially explained by workers’ reduced cognitive functioning (Dell, 
Jones, and Olken 2012). As global climate shifts continue to occur, study-
ing these causal impacts will become even more central, with the majority 
of the burden borne by those in developing countries (Intergovernmental 
Panel on Climate Change 2014). Although few studies to date map the entire 
causal chain from extreme heat to economic decisions and outcomes, recent 
research explores the effects of oppressive heat on downstream effects such 
as reduced worker productivity in  developing- country settings (Adhvaryu, 
Kala, and Nyshadham 2016; Burke, Hsiang, and Miguel 2015; Dell, Jones, 
and Olken 2012; Jones and Olken 2010; Hsiang 2010) and to an extent in 
 developed- country settings as well (Deryugina and Hsiang 2014; Cachon, 
Gallino, and Olivares 2012).

Air Pollution. The prevalence of less  energy- efficient technologies and the 
lack of strong enforcement mechanisms for pollution regulations make high 
levels of air pollution common for many individuals living in urban develop-
ing environments (McGranahan and Murray 2003). Not only do pollutants 
harm physical health (Seaton et al. 1995; Pope 2000; Ghio, Kim, and Devlin 
2000) and decrease life expectancy (Greenstone et al. 2015; WHO 2014; Lim 
et al. 2012), but there is also suggestive evidence that air pollution may be 
linked to reduced worker productivity (Chang et al. 2016a, 2016b; Adhvaryu, 
Kala, and Nyshadham 2014; Graff Zivin and Neidell 2012) and cognitive 
impairments in domains including attention, processing speed, and memory 
(Tzivian et al. 2015; Lavy, Ebenstein, and Roth 2014; Weuve et al. 2012; Power 
et al. 2011; Franco Suglia et al. 2008). Air pollution has also been shown to 
decrease performance on high- stakes academic tests (Ebenstein, Lavy, and 
Roth 2016; Ham, Zweig, and Avol 2011). Though further research needs 
to be conducted to establish a causal link, recent research studies have also 
found a correlation between exposure to air pollution and rates of dementia 
and Alzheimer’s disease (Cacciottolo et al. 2017; Chen et al. 2017).

2.3.7  Stress and Depression

While other channels are likely operating as well, poverty might also 
affect cognitive function and economic behavior via its impacts on stress 
and depression. Stress and depression are widely prevalent across the globe. 
An estimated 350 million people globally suffer from depression (WHO 
2016). Moreover, there is reason to believe that the poor are disproportion-
ately likely to suffer from these ailments. Income and socioeconomic status 
have well- known correlations with stress and anxiety (Chen, Cohen, and 
Miller 2010; Fernald and Gunnar 2009; Evans and English 2002; Lupien 
et al. 2001), with levels of the stress hormone cortisol (Cohen, Doyle, and 
Baum 2006; Li et al. 2007; Saridjana et al. 2010), and with depression (Lund 
et al. 2010; WHO 2001). Recent research using both natural experiments 
and randomized field experiments provides evidence that this relationship 
is causal, that is, that low income increases stress levels. For instance, using 
random rainfall shocks in Kenya, Chemin, de Laat, and Haushofer (2016) 
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find that negative income shocks raise stress levels as measured by increases 
in the stress hormone cortisol. Randomized controlled trials support these  
findings, showing that a reduction in poverty caused by cash transfers 
reduces both stress and depression (Haushofer and Shapiro 2016; Baird, 
De Hoop, and Özler 2013; Ozer et al. 2011; Fernald and Gunnar 2009).

A growing body of evidence considers the role of mental health in the lives 
of the poor. Among them, a number of studies show that inducing stress 
in laboratory settings can increase risk aversion (Kandasamya et al. 2013; 
Mather, Gorlick, and Lighthall 2009; Porcelli and Delgado 2009; Cahlíková 
and Cingl 2017; Lighthall, Mather, and Gorlick 2009). In contrast, the evi-
dence on stress’s impact on time discounting is mixed (Cornelisse et al. 2014; 
Haushofer et al. 2013; Haushofer, Jang, and Lynham 2015). Furthermore, 
chronic stress in childhood is inversely related to working memory in adults 
(Evans and Schamberg 2009). Researchers have only recently begun to 
study the effects of depression on economic  decision- making, with several 
studies currently in the field. While these initial results focused primarily 
on  short- run impacts of stress and depression are interesting, much more 
evidence is needed to understand the how these factors affect economic 
outcomes outside of laboratory settings. Moreover, most research to date 
considers the impact of  short- term changes in stress. However, individuals 
often live in poverty for extended periods, suggesting that studies to under-
stand the  longer- term impact of chronic stress and depression on economic 
outcomes are particularly promising avenues of research.

2.4  Impact of Cognitive Functions on Economic Outcomes

Building on the previous section, which highlighted links from poverty 
to changes in cognitive function, this section discusses the reverse linkages 
from cognitive function to economic outcomes. Considering linkages in both 
directions highlights the significant potential for feedback loops, or cycles 
of poverty centered on changes in bandwidth.

With subsections dedicated to each of  the areas of  cognitive function 
covered in section 2.2, we begin by discussing the existing evidence, both 
theoretical and empirical, for such impacts. Then we provide conceptual 
background on how changes in that area of cognitive function may impact 
economic outcomes and poverty in ways that have yet to be studied. Impor-
tantly, these discussions are not exhaustive; the number of potential path-
ways is sufficiently vast that we can only highlight a select set of illustrative 
examples in each area.

2.4.1  Attention

Attention, and its role in economic life, has generated growing interest in 
recent years. Economists have recognized that attention is a scarce resource, 
creating very real  trade- offs. We first briefly review four modeling approaches 
of  attention in economics as examples of  this literature and discuss the  
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existing empirical evidence bearing on the predictions of each model. We 
then outline other outcomes that may be the result of attentional constraints, 
making them particularly promising directions for future research.

Theory

Four main strands of research modeling the role of attention in shaping 
economic behaviors have been developed. To the best of  our knowledge, 
however, direct tests of  these models—for example, by considering the 
impact of increases or decreases in attention on the outcomes of interest—
have not been conducted to date.

I. Rational Inattention. Consistent with evidence from cognitive psychol-
ogy research, the rational inattention literature considers attention to be a 
limited resource. Optimizing agents subject to attentional constraints allo-
cate their available attention among competing sources of differing value. 
Most prominent in this literature, Sims (1998, 2003) proposes a model of 
limited attention as an information flow with a bound, where information 
is quantified as a reduction in uncertainty that comes at a cost. This model 
has widespread applicability to many decisions. Among other topics, Sims’s 
rational inattention model has been applied to price setting (Woodford 2012; 
Maćkowiak and Wiederholt 2009; Matějka 2016), consumption versus sav-
ings problems with constant (Sims 2006; Luo 2008) and variable interest 
rates (Maćkowiak and Wiederholt 2015), portfolio management (Van Nieu-
werburgh and Veldkamp 2009; Mondria 2010), political campaigns (Gul 
and Pesendorfer 2012), and discrimination (Bartoš et al. 2016).

II. Sparsity. Gabaix (2014, 2016) presents a model of bounded rationality 
in which individuals “sparsely maximize” or only pay attention to certain 
attributes. In this framework, an agent faces a choice of actions and must 
choose among them to maximize her utility, with her optimal action depen-
dent on multiple variables. The agent uses a two- step algorithm to choose 
her  utility- maximizing action. First, she chooses a “sparse” model of the 
world by ignoring many of the variables that could affect her optimal action. 
Second, she chooses a boundedly rational action with this endogenously 
chosen sparse model of the world. For each decision a person faces, there 
may be hundreds of  relevant attributes, and it would be difficult, if  not 
impossible, to take each of these into account. While there are likely other 
factors at play as well, one potential consequence of a consumer choosing 
a “sparse” model of the world is the “stickiness” of choices and individu-
als’ propensity to follow default options, for instance, in organ donation 
(Johnson and Goldstein 2003) or retirement savings decisions (Madrian and 
Shea 2001; Choi et al. 2006; Beshears et al. 2009), and in insurance markets 
(Handel 2013; Handel and Kolstad 2015; Bhargava, Loewenstein, and Syd-
nor 2015), even when other potentially dominating options become available.

III. Salience. A third strand of theory directly models the salience of dif-
ferent attributes (prices, product characteristics, etc.) for different options 
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in an agent’s choice set and environment. In these models, salient attributes 
are defined as attributes that consumers disproportionately focus on and 
therefore overweight in their  decision- making process. The key questions in 
such models are then what influences which attributes individuals focus on 
and which attributes are salient in different environments. Three approaches 
of  modeling salience have been proposed to date (Bordalo, Gennaioli, 
and Shleifer 2012, 2013; Kőszegi and Szeidl 2013; Bushong, Rabin, and 
Schwartzstein. 2016). However, the empirical literature is yet to provide con-
clusive evidence testing the predictions of these theories against each other.

IV. Selective Attention. In a fourth strand of the economics literature on 
inattention, Schwartzstein (2014) details how selective attention can have 
persistent effects on belief  formation and learning. Underlying Schwartz-
stein’s model is the idea that what an agent attends to today is dependent 
on his or her current beliefs. Following from this, what the agent attends to 
today will then also affect his/her beliefs in the future. Accordingly, given 
an agent’s incorrect initial beliefs or model of the world, this attentional 
strategy can lead to a failure to recognize important predictors or patterns 
(those outside the agent’s existing model of the world), leading individuals 
to overlook key factors in their  decision- making consistently and over long 
periods.

Empirical Evidence

To date, there is only limited empirical evidence directly testing the pre-
dictions of the above models, and in particular, evidence that can help to 
distinguish between the predictions of these models. As a result, it is likely 
too early to clearly predict how decreases in attentional constraints affect 
individuals’ choices. However, one natural hypothesis is that an increase 
in attention (e.g., due to improved sleep) reduces biases in choice that the 
models discussed above predict and hence improves  decision- making.

Empirical evidence for models centered on the role of attention can be 
found in a number of realms. We provide a few illustrative examples, but 
these effects are likely to apply much more broadly to areas such as savings, 
education, and health choices as well.

Technology Adoption. Hanna, Mullainathan, and Schwartzstein (2014) 
apply Schwartzstein’s model to technology adoption in seaweed farming and 
demonstrate that even when people have repeated experience with a decision 
they may fail to notice important product attributes, and thus may fall con-
tinuously away from the production frontier. Similarly, Datta and Mullaina-
than (2014) note that programs to encourage the adoption of technology 
often fail and that it is essential that new users are attentive to certain fea-
tures of the technology to use it effectively. Further, the  selective- attention 
model has been used to explain low usage or nonadoption of technology or 
best practices. For instance, historically, there was delayed recognition of 
the importance of sterilizing operating rooms to prevent infections despite 
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access to relevant data (Gawande 2004; Nuland 2004). Doctors had false 
beliefs about other causes of infection that prevented them from consider-
ing, or paying attention to, a simple, effective intervention such as hand 
washing. In a similar manner, Bloom et al. (2013) show that managers failed 
to adopt best practices in the Indian textile industry despite natural varia-
tion, which should permit learning about the importance of the attributes 
that contribute to best practices. However, to the best of our knowledge, 
there is no direct evidence linking changes in attention to changes in tech-
nology adoption.

Shrouded Attributes and Salience. A number of  studies find that con-
sumers pay only limited attention to taxes or certain product characteris-
tics, often referred to as “shrouded attributes” (Gabaix and Laibson 2006). 
Accordingly, increasing or decreasing salience of these attributes can signifi-
cantly affect sales (Chetty, Looney, and Kroft 2009; Gallagher and Muehleg-
ger 2011), labor supply, and earnings behavior (Chetty and Saez 2013). In a 
study of commodity tax salience, Chetty, Looney, and Kroft (2009) find that 
a small increase in tax that is included in posted prices reduces demand more 
than when that tax is added to the price at the register. Although consumers 
are aware that the taxes exist (based on survey data), they fail to attend fully 
to these less- salient taxes at the time of purchase.

Other Potential Pathways

Despite the fact that attention receives more focus in the economics litera-
ture than most areas of cognitive function, there remain many unexplored 
ways in which constraints on attention may impact the lives of the poor.

Productivity. Existing theoretical work also links attention to poverty 
traps. Banerjee and Mullainathan (2008) present a model of poverty and 
attention based on the idea of  attention scarcity. The authors note that 
wealthier individuals are likely to have access to goods that can reduce the 
attention required at home—for instance, water piped into their home or 
reliable childcare. The poor, who do not have access to  distraction- limiting 
goods, are therefore more distracted at work, whereas the wealthier are able 
to devote more attention to work with less worry about problems at home, 
and thus the rich are more productive than the poor. While this is an intrigu-
ing hypothesis, direct empirical evidence of such effects is scarce.

Workplace and Traffic Accidents. Accidents are substantial concerns 
among the poor and are potentially driven in part by lapses in attention. 
The consequences of such attentional lapses may be larger for the poor, who 
often lack the safety nets or precautions that exist in more developed econo-
mies. Imagine a worker on a factory assembly line monotonously operating 
a machine, whose mind wanders off for a split second at the wrong moment. 
In many  resource- poor settings, such a lapse often results in a serious acci-
dent. Similarly, consider the dire consequences of a driver who loses focus 
on a highway after hours of commuting every day. In fact, 41 percent of car 
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crashes in the United States are estimated to be the result of recognition 
errors, including inattention (USDT 2008). Yet these lapse rates are likely to 
be significantly higher in developing countries where factors causing lapses, 
such as sleep deprivation or noise, are more prevalent and where the mecha-
nisms to prevent accidents or mitigate their impacts, such as rumble strips, 
are less likely to be present.

Home Production and Childcare. Inattention to matters at home can have 
enormous consequences—for instance, not realizing a child is becoming sick 
or that a household good, such as water or kerosene, is running low. Lapses 
in attention can also cause more subtle and long- term consequences. For 
example, consider attending to one’s children to ensure that they complete 
their homework, or that they stay healthy and safe. Although a single lapse 
may not have significant consequences, the effects are likely to compound 
and may have severe long- run welfare effects for the child, including increas-
ing the likelihood of intergenerational transmission of poverty.

2.4.2  Inhibitory Control

An important aspect of inhibitory control is self- control—the ability to 
regulate one’s behavior when faced with impulses and temptations in order 
to follow through on an intended plan. The study of self- control problems 
continues to receive enormous attention in the economics literature, includ-
ing both theoretical and empirical work. Several excellent reviews survey 
this large body of work (Frederick, Loewenstein, and O’Donoghue 2002; 
DellaVigna 2009; Bryan, Karlan, and Nelson 2010).

Theory

To date, the two main strands of theoretical work on self- control that 
have been most influential are hyperbolic discounting and dual- self  models.

Quasi- hyperbolic Discounting. Quasi- hyperbolic discounting theory is 
based on empirical findings that discounting is not time- invariant: indi-
viduals tend to put more weight on the immediate present than on the 
future (Frederick, Loewenstein, and O’Donoghue 2002). Laibson (1997) 
and O’Donoghue and Rabin (1999) formalize  quasi- hyperbolic discounting 
models of these observed preferences, building on work by Strotz (1956), 
Phelps and Pollak (1968), and Akerlof (1991). These models have two pa-
rameters governing intertemporal preferences—δ, the standard long- run 
discount factor, and β, the  short- run parameter that represents the desire 
for immediate gratification. When β < 1, discounting between the present 
and future periods is higher than between future time periods and the agent’s 
preferences are time- inconsistent. A decision maker’s awareness of his or her 
future preferences can have important effects on behavior. O’Donoghue and 
Rabin (1999, 2001) model expectations of future time preferences, and define 
three types of agents: (a) sophisticated agents who know they will exhibit 
present bias in the future; (b) naive agents, who falsely believe their future 
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self  is not  present- biased; and (c) partially naive agents who know that they 
exhibit self- control issues, but underestimate the extent of the bias, causing 
these agents to be overconfident about their future level of self- control.

Dual- Self Models. The other prominent strand of theoretical work on 
self- control focuses on dual- self  models (Fudenberg and Levine 2006; Gul 
and Pesendorfer 2001, 2004). Dual- self  models differ in structure, but they 
all include a  short- run self  and a long- run self, which often find them-
selves in conflict. The  short- run doer is myopic and mostly concerned with 
the present, while the long- run planner is concerned with lifetime utility 
(Thaler and Shefrin 1981). The long- run planner can exert influence over 
the  short- run doer, but this comes at a cost (Fudenberg and Levine 2006). 
In a different type of  dual- self  model, the  temptation- preference model 
of Gul and Pesendorfer (2001, 2004), agents consider preferences among 
choice sets. While most models of intertemporal choice assume that options 
not chosen are irrelevant to utility, Gul and Pesendorfer’s model posits that 
agents experience disutility from not choosing the most tempting current 
option. Thus agents can avoid temptation, but there is an associated cost 
to this avoidance. Therefore, agents can benefit when they remove tempting 
options from their choice sets.

Empirical Evidence

A large empirical literature has considered how self- control problems 
influence economic behavior. However, cleanly identified evidence of the 
causal impact of income, wealth, or other factors that affect bandwidth on 
self- control and time preferences is scarce. More generally, we only have 
a limited understanding of  the underlying determinants of  self- control 
problems and causes of differences in self- control across people and within 
people over time. Moreover, to the best of our knowledge, no studies to date 
have considered the underlying determinants of individuals’ naïveté regard-
ing future self- control problems.

Borrowing, Saving, and Investing. A body of evidence suggests that self- 
control problems interfere with low- income individuals’ intertemporal 
choices.8 A number of studies detail instances in which the poor fail to take 
advantage of  small and divisible high- return investment opportunities. 
Moreover, the poor are more likely to borrow at high interest rates, taking 
out loans routinely rather than only for emergencies (Aleem 1990; Karlan 
and Mullainathan 2010; Banerjee and Mullainathan 2010). Several studies 
find evidence that self- control impacts individuals’  consumption- savings 
choices. Ashraf, Karlan, and Yin (2006) report high take- up rates and sig-
nificantly increased savings due to a commitment savings product in the 
Philippines, revealing a causal impact of self- control problems on savings 
behavior. Dupas and Robinson (2013) find that study participants in a field 

8. See Haushofer and Fehr (2014) for a discussion of poverty and time discounting.
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experiment in Kenya increase savings and benefit from access to simple, safe, 
savings accounts, as well as from earmarked savings accounts and Rotating 
Savings and Credit Associations (ROSCAs). However, among study partici-
pants with time- inconsistent preferences, access to a simple savings account 
and earmarked savings account did not increase savings, while access to 
ROSCAs did. This evidence suggests that providing access to safe savings 
technologies may not be sufficient to increase savings. Other factors—exter-
nal societal pressure or commitment devices—might aid those with time- 
inconsistent preferences in achieving their desired long- run savings goals.

Consumption Choices. Beyond distortions in intertemporal choice, there 
is also evidence that self- control problems interfere with individuals’ con-
sumption choices across periods. Such evidence exists in particular for addic-
tive goods. In line with Gruber and Kőszegi (2001), Giné et al. (2010) find 
demand for a voluntary commitment product for smoking cessation in the 
Philippines, which produced moderate improvements in long- term smoking 
cessation. In a field study among low- income workers in India, Schilbach 
(2017) finds that about half  of study participants exhibit demand for com-
mitment to increase their sobriety, again revealing self- control problems. 
Moreover, about a third of participants were willing to give up at least ten 
percent of their daily incomes in order to receive incentives to remain sober.

Productivity. People who recognize that they suffer from self- control prob-
lems may seek commitment devices to improve their productivity. Ariely 
and Wertenbroch (2002) run experiments in which students are allowed to 
preemptively set due dates for school assignments, and find that students are 
willing to self- impose costly deadlines. While these self- imposed deadlines 
did improve overall performance, these deadlines were not set optimally. 
In a real- world work setting, Kaur, Kremer, and Mullainathan (2015) find 
evidence that self- control problems interfere with worker productivity. 
Employees at a data entry firm were offered weakly dominated “commit-
ment” contracts, which paid less than the standard piece rate if  a production 
target was not met, and the standard piece rate if  the production target was 
met. The authors find substantial demand for commitment among the work-
ers. Moreover, workers who were offered such commitment contracts were 
significantly more productive and enjoyed higher earnings.

Other Potential Pathways

While the study of self- control in poverty is already extensive, there are 
many ways in which potential cognitive changes that alter self- control can 
impact the lives of  the poor. Health, education, and crime are potential 
channels that could be explored further. First, in addition to refraining from 
addictive substances that can harm health, self- control is essential for other 
health factors, such as attending yearly checkups at the doctor or maintain-
ing a healthy weight. Rates of overweight and obesity are rising rapidly in 
many developing countries. As calories become less expensive and more 
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readily and consistently available, individuals will require substantial self- 
control in order to regulate intake and maintain a healthy weight. Second, 
self- control might have important implications for educational attainment. 
Students need to exercise self- control to be able to get up in the morning 
to attend class, pay attention to the teacher, study new material, and com-
plete homework assignments. Deficiencies in self- control are likely to impact 
academic attendance, performance, and eventual achievement. Third, one 
prominent theory on crime, the “self- control” or “general” theory of crime, 
posits that low levels of individual self- control are the main factor driving 
criminal behavior (Gottfredson and Hirschi 1990). This view has received 
empirical support in the criminology literature (Pratt and Cullen 2000), as 
well as from recent research on cognitive behavior therapy (CBT) in Liberia 
(Blattman, Jamison, and Sheridan 2017).

As in the case of attention, lapses in self- control could be more costly 
for those living in poverty. Splurging on a tasty snack item or a new item of 
clothing is hardly a life- changing event for the wealthy. Among the poor, 
however, lapses in self- control can have far- reaching consequences, such 
as expensive cycles of debt as described above. Moreover, the self- control 
available might be systematically different for poorer individuals if  they are 
exposed to more temptations in their everyday lives than the rich. However, 
while intriguing, there is no direct causal evidence of this hypothesis. Much 
more work in this area is needed.

2.4.3  Memory

There is a small but growing theoretical literature on the relationship 
between memory and economic outcomes. After briefly reviewing this lit-
erature, we discuss the related empirical evidence, which mainly focuses on 
memory’s impacts on health and savings.

Theory

While economic theory on memory is less developed than the literature 
on attention or inhibitory control, a number of models do exist. We discuss 
three of these approaches.

Rehearsal and Associativeness. Mullainathan (2002) provides an economic 
model of memory limitations that can explain certain biases and empirical 
puzzles (e.g., over-  or underreaction to news in financial markets). In doing 
so, Mullainathan (2002) draws on two constructs from the psychological 
and biological literatures on memory: rehearsal, the idea that it is easier to 
remember an event after having remembered it once before, and associative-
ness, the idea that it is easier to recall an event that is similar to current events. 
Both of these concepts affect how accessible a given memory is and can thus 
be explanations for observed behavioral biases.

The Cost of Keeping Track. Haushofer (2015) shows that keeping track 
of incomplete tasks generates costs to the agent in the form of financial 
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consequences (e.g., late fees) and/or psychological consequences of keeping 
the task in mind. Haushofer models these costs as a lump sum, and shows 
that such costs can lead people to “pre- crastinate,” or incur a loss in the 
present rather than in the future. Haushofer provides empirical support for 
his model using experimental evidence from Kenya. Haushofer notes that 
this model of memory can be valuable in many settings within development 
economics—for example, by providing options that do not require people 
to pay the cost of keeping track—such as providing chlorine at the place 
where water is collected rather than in the home, which has been shown to 
improve usage (Kremer et al. 2009).

Memory and Procrastination. Ericson (2017) describes how reminders 
can have significant effects on actions, yet deadlines—which should prompt 
agents to overcome present bias and act—are often ignored, even when such 
actions lead to substantial losses.9 Ericson shows that the interaction of pres-
ent bias and memory can explain these phenomena. His model suggests that 
anticipated reminders, such as deadlines, can induce procrastination, while 
unexpected reminders might bring  welfare- inducing actions to the top of 
mind, spurring action.

Empirical Evidence

A relatively large body of evidence demonstrates the importance of memory 
to economically important outcomes by providing evidence that reminders 
can effectively alter agents’ behaviors. However, we are not aware of research 
that considers the direct impact of interventions to improve memory on eco-
nomic outcomes.

Health. A large share of the evidence on reminders stems from the medical 
literature, in particular the literature on medical adherence (see Haynes et al. 
[2008] and Vervloet et al. [2012] for overviews). A relatively robust finding 
from this literature is that reminders typically have a modest but meaningful 
impact on healthful behaviors including smoking cessation (Free et al. 2011), 
adherence to medication and treatment regimens (Pop- Eleches et al. 2011; 
Dulmen et al. 2007; Krishna, Boren, and Balas 2009), and preventive health 
behaviors such as sunscreen use (Armstrong et al. 2009).

Savings. Conducting an experiment with commitment savings customers 
in Bolivia, Peru, and the Philippines, Karlan et al. (2016) show that remind-
ers can increase savings. The authors vary reminders sent to customers and 
find that reminders increase savings and that reminders of specific future 
goals, which often require a high lumpy expense, are particularly effective at 
increasing savings. This evidence shows that memory and recall are partially 
responsible for low savings and suggests that reminding people of long- term 

9. For example, King (2004) finds that students fail to apply for financial aid by the dead-
lines, and Pechmann and Silk (2013) find that people do not submit rebates prior to their 
expiration.
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goals can effectively alter behavior. Significant effects of reminders have also 
been found for loan repayments (Karlan, Morten, and Zinman, forthcom-
ing; Cadena and Schoar 2011).

Other Potential Pathways

Memory also plays a central role in a wide range of other economic behav-
iors, as evidenced by the effectiveness of  reminders in a wide variety of 
domains beyond the health applications above. Examples include donations 
(Damgaard and Gavert 2014), appointment sign- ups (Altmann and Traxler 
2012) and show- ups (Guy et al. 2012), and rebate claims (Letzler and Tasoff 
2014), among others. However, memory is central to economic outcomes 
beyond simply remembering to undertake tasks. In particular, working 
memory plays an important role in understanding language, doing mental 
math, updating information or actions, and considering alternatives. As 
such, improving working memory might affect a range of important behav-
iors and decisions, ranging from technology adoption among  small- scale 
farmers to shopkeepers’ inventory choices and low- income workers’ deci-
sions to (not) migrate to cities during lean seasons. Moreover, impediments 
to working memory are associated with higher discount rates and impulsive-
ness (Hinson, Jameson, and Whitney 2003). The ability to consider alter-
natives and make prudent, rather than impulsive, decisions is essential for 
sound long- run  decision- making.

Although to the best of our knowledge unstudied to date, low levels of 
literacy may interact with memory in important ways. On the one hand, 
individuals with low literacy are forced to rehearse their memory on a daily 
basis as they are not able to write down instructions, directions, or other key 
information, which might improve their memory capacity. However, being 
forced to keep a lot of information in mind ties up existing mental resources, 
which in turn may reduce the cognitive capacity available to be devoted to 
other decisions and tasks. Take, for example, a farmer learning about a new 
fertilizer or seed variety. Remembering the advice of an agricultural exten-
sion agent for a number of months and then recalling it at the appropriate 
time might drain cognitive resources, which in turn may distort other im-
portant choices or result in a loss of other potentially valuable information. 
Such burdens are largely shouldered by the poor due to their lower levels of 
literacy and numeracy.

2.4.4   Higher- Order Executive Functions

Compared to other components of cognitive function, economic theory 
and empirical evidence on  higher- order executive functions are less devel-
oped. We posit a number of areas where these functions may play an im-
portant role in behavior and  decision- making and provide some suggestive 
empirical evidence on these effects.
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Theory

Economists would likely all agree with the notion that intelligence and 
planning affect economic outcomes in important ways. However, the eco-
nomic theory machinery to map changes in  higher- order executive functions 
into economic behavior is yet to be developed. We therefore focus on existing 
empirical evidence.

Empirical Evidence

Below we outline the existing empirical evidence regarding the role of cog-
nitive flexibility, intelligence, and planning in shaping economic behavior.

Optimization Behavior. Traditional economic theory posits that agents 
optimize their choices based on their preferences, beliefs, and constraints. 
Therefore, given the same choice set with the same preferences and infor-
mation, agents should make the same  utility- optimizing choices. However, 
research shows that this is not always the case and that in certain situations 
 decision- making is inconsistent (Famulari 1988; Sippel 1997; Février and 
Visser 2004). Recent research shows that cognitive ability, measured using 
a variation of the Raven’s matrices test and the Cognitive Reflection Test 
(Frederick 2005), may also be related to inconsistent or seemingly random 
 decision- making (Andersson et al. 2016). Choi et al. (2014) test for consis-
tency in utility maximization and find that consistency scores vary signifi-
cantly within and across socioeconomic groups, with consistency particu-
larly strongly related to wealth. Poorer individuals exhibit lower consistency 
even when controlling for unobserved constraints, preferences, and beliefs. 
However, we do not know whether this relationship is causal. There exists 
no direct evidence that increasing income or wealth (for instance, via cash 
transfers) improves choice consistency.

Innovation and Creativity. Psychologists widely regard cognitive flexi-
bility to be an important aspect of both innovation and creativity (Chi 1997; 
Jaušovec 1991, 1994; Runco and Okuda 1991; Thurston and Runco 1999; 
Torrance 1974). Cognitive flexibility can facilitate creativity, and thereby 
increase innovation by helping individuals see a problem from a new per-
spective and shift strategies to more efficiently solve a problem (Thurston 
and Runco 1999; Okuda, Runco, and Berger 1991).  Higher- order thinking 
can also enable individuals to switch between conceptual ideas and thus 
avoid getting stuck on one piece of a problem.

Labor Market Outcomes. There is a wide body of literature that highlights 
the importance of cognitive skills, often measured by intelligence scores, in 
predicting wages (Murnane, Willett, and Levy 1995), on- the- job perfor-
mance and training success (Bishop 1991), and schooling (Cawley, Heckman, 
and Vytlacil 2001). Assessing the effects of general intelligence on future 
labor market success is difficult given that it is so strongly and inextricably  
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correlated with educational attainment, making measurement of the sepa-
rate effects of these factors difficult or impossible (Cawley, Heckman, and 
Vytlacil 2001; Heckman and Vytlacil 2001). However, even controlling for 
educational attainment, Judge, Hurst, and Simon (2009) find that general 
mental ability (as measured by a battery of tests including Raven’s matrices 
and the Wechsler Intelligence Test) has a significant direct effect on income 
levels. Further, the authors find that general mental ability has significant 
indirect effects on income through its impact on education and self- esteem. 
Results from developing countries are more mixed. Psacharopoulos and 
Velez (1992) find that intelligence—as measured by Raven’s matrices test—
accounts for a small portion of the return to education on wages in Colom-
bia. Fafchamps and Quisumbing (1999) find that, controlling for education, 
intelligence as measured by the Raven’s matrices test, has an insignificant 
effect on earnings from crops, livestock, and nonfarm labor in rural Paki-
stan. Vogl (2014) studies the height premium on wages in Mexico—the addi-
tional wages associated with being taller—and finds that cognitive ability, as 
measured by the Raven’s matrices test, accounts for only a small share of the 
height premium, while educational attainment and occupational selection 
account for approximately half  this premium. However, Vogl suggests that 
cognitive ability may play an important role through its indirect effects on 
educational attainment and occupational sorting.

Other Potential Pathways

In addition to the empirical evidence outlined above, we hypothesize that 
 higher- order executive functions may play a role in other areas of economic 
interest.

Technology Adoption. To be willing to adopt a given technology, agents 
must be willing and able to see themselves and their surroundings in other 
states of the world. For instance, a farmer considering the adoption of a new 
crop must foresee and plan how to sell the crop in the subsequent season. 
Such flexibility and planning is essential as the investment needed to adopt 
a new technology generally takes place prior to the realization of benefits. 
In short, it is necessary to be able to imagine the potential costs and benefits 
of the technology prior to adopting it. Moreover, the ability to accurately 
learn about the costs and benefits of new technologies likely directly depends 
on  higher- order cognitive functions and, in particular, fluid intelligence.

Resilience. Cognitive flexibility is a key component of resilience. It allows 
individuals to reframe or reappraise a situation instead of getting stuck in 
a particular mind- set, providing more potential solutions to a problem. 
Further, cognitive flexibility enables individuals to reevaluate and adjust 
their perceptions of difficult and traumatic events, which can help them to 
understand the trauma and recover from it. For example, after surviving a 
traumatic event, cognitive flexibility can enable an individual to maintain 
the belief  that he or she will prevail despite the difficulties of life.
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Cooperation. Cognitive flexibility even has the potential to effect coopera-
tion and interpersonal relationships. Consider interpersonal disagreements 
or conflicts—the ability to see the world through the eyes of others is often 
helpful in order to resolve conflict when there are different preferences or 
opinions. This, in turn, could have potential implications in models of house-
hold bargaining, social cohesion and trust, and workplace relationships.

2.5  Open Questions and Future Research Directions

Cognitive function and its implications for human behavior and economic 
outcomes are not  poverty- specific—they are applicable in a much broader 
range of  settings and across many income levels. However, understand-
ing the relationship between cognitive function and economic behavior is 
particularly relevant to the study of economic development and poverty 
because poverty may be both a cause and a consequence of changes in cog-
nitive function. An adult’s cognitive ability is traditionally considered fixed. 
However, recent evidence shows that it is variable and can be affected by 
circumstances. Poverty has associated hardships—lack of nutritious food, 
limited access to medical care, difficult working conditions, and the stress 
of  paying bills—which all have the potential to impair cognitive ability. 
Shifts in cognitive ability, in turn, can lead to diminished productivity and 
impaired  decision- making, thus potentially deepening poverty and creating 
a feedback loop that may even generate the potential for poverty traps.

Although some evidence of this potential exists, much remains unknown 
regarding the exact nature of the bidirectional relationships between areas 
of cognitive function and poverty. This relative paucity of knowledge gen-
erates an open and valuable area of research to pursue. How do poverty 
and environment shape cognitive function, and how does cognitive function 
shape economic outcomes? There are specific components of poverty that 
have already been studied and shown to affect cognitive ability, such as scar-
city (Mani et al. 2013) and poor nutrition (Schofield 2014). Yet numerous 
other components and correlates of poverty may affect cognitive function 
in ways that are not yet well understood, such as lack of sleep, chronic pain, 
or noise and air pollution. Beyond these relationships, there are many other 
valuable directions of inquiry in this area to understand these relationships 
comprehensively, and in doing so, potentially inform both basic knowledge 
and policy. For example, does long- run exposure to aspects of poverty (e.g., 
chronic physical pain or sleep deprivation) increase or decrease the associ-
ated impacts on cognitive function and economic behavior? Should policies 
target poverty, leading to improvements in cognitive function, or should 
they target improvements in cognitive function to reduce poverty? Are there 
important interaction effects between different aspects of life in poverty? Are 
individuals aware of the effects of poverty and do they adjust their behavior 
accordingly (e.g., by avoiding to make important choices while being tired 
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or in pain)? What is the correlation of different aspects of cognitive function 
between and within individuals? Is bandwidth an asset that can be accumu-
lated, generating a reserve?

Seeking a deeper, more nuanced understanding of cognitive function has 
enormous potential to help us understand the causes and consequences of 
poverty. Although a broad topic with many overlapping aspects, cognitive 
function does consist of measurable and reasonably distinct components. 
In this chapter we have outlined four components of  cognitive function 
that are important to economics—attention, inhibitory control, memory 
and working memory, and  higher- order executive functions, which include 
cognitive flexibility, fluid and crystallized intelligence, and planning. While 
we know a fair amount about how to measure cognitive function, we know 
far less about its influence on productivity and  decision- making. Now that 
the tools are available, there is a lot more to be learned.
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tion Discrimination: Theory and Field Experiments with Monitoring Information 
Acquisition.” American Economic Review 106 (6): 1437–75.

Basner, Mathias, and David F. Dinges. 2011. “Maximizing Sensitivity of the Psycho-
motor Vigilance Test (PVT) to Sleep Loss.” Sleep 34 (5): 581–91.

Basner, Mathias, Daniel Mollicone, and David F. Dinges. 2011. “Validity and Sen-
sitivity of a Brief  Psychomotor Vigilance Test (PVT- B) to Total and Partial Sleep 
Deprivation.” Acta Astronautica 69 (1): 949–59.

Basner, Mathias, Hengyi Rao, Namni Goel, and David F. Dinges. 2013. “Sleep Dep-
rivation and Neurobehavioral Dynamics.” Current Opinion in Neurobiology 23 
(5): 854–63.

Bates, Marsha E., and Edward P. Lemay. 2004. “The d2 Test of Attention: Construct 
Validity and Extensions in Scoring Techniques.” Journal of the International Neu-
ropsychological Society 10 (3): 392–400.

Baumeister, Roy F. 2002. “Yielding to Temptation: Self- Control Failure, Impul-
sive Purchasing, and Consumer Behavior.” Journal of Consumer Research 28 (1): 
670–76.

Baumeister, Roy F., Ellen Bratslavsky, Mark Muraven, and Dianne M. Tice. 1998. 
“Ego Depletion: Is the Active Self  a Limited Resource?” Journal of Personality 
and Social Psychology 74 (5): 1252–65.

Baumeister, Roy F., and Kathleen D. Vohs. 2007. “Self- Regulation, Ego Depletion, 
and Motivation.” Social and Personality Psychology Compass 1 (1): 115–28.

Becker, Ami B., Joel S. Warm, William N. Dember, and Peter A. Hancock. 1995. 
“Effects of  Jet Engine Noise and Performance Feedback on Perceived Work-
load in a Monitoring Task.” International Journal of Aviation Psychology 5 (1):  
49–62.

Ben- David, Itzak, and Marieke Bos. 2017. “Impulsive Consumption and Financial 
Wellbeing: Evidence from an Increase in the Availability of  Alcohol.” NBER 
Working Paper no. 23211, Cambridge, MA.

Berg, Esta A. 1948. “A Simple Objective Technique for Measuring Flexibility in 
Thinking.” Journal of General Psychology 39:415–22.

Beshears, John, James J. Choi, David Laibson, and Brigitte C. Madrian. 2009. “The 
Importance of Default Options for Retirement Saving Outcomes: Evidence from 
the United States.” In Social Security Policy in a Changing Environment, edited by 
Gary Burtless, 167–95. Chicago: University of Chicago Press.

Beshears, John, Katherine L. Milkman, and Joshua Schwartzstein. 2016. “Beyond 
Beta- Delta: The Emerging Economics of Personal Plans.” American Economic 
Review 106 (5): 430–34.

Bhargava, Saurabh, George Loewenstein, and Justin Sydnor. 2015. “Do Individuals 
Make Sensible Health Insurance Decisions? Evidence from a Menu with Domi-
nated Options.” NBER Working Paper no. 21160, Cambridge, MA.

Bishop, John H. 1991. “The Impact of Academic Competencies on Wages, Unem-
ployment and Job Performance.” CAHRS Working Paper no. 91- 34, Center for 
Advanced Human Resource Studies, Cornell University.

Blattman, Christopher, Julian C. Jamison, and Margaret Sheridan. 2017. “Reducing 
Crime and Violence: Experimental Evidence from Cognitive Behavioral Therapy 
in Liberia.” American Economic Review 107 (4): 1165–206.



102    Emma Boswell Dean, Frank Schilbach, and Heather Schofield 

Bliss, Christopher, and Nicholas Stern. 1978. “Productivity, Wages, and Nutrition: 
Part I: The Theory.” Journal of Development Economics 5 (4): 331–62.

Bloom, Nicholas, Benn Eifert, Aprajit Mahajan, David McKenzie, and John Rob-
erts. 2013. “Does Management Matter? Evidence from India.” Quarterly Journal 
of Economics 128:1–51.

Boman, Eva, Ingela Enmarker, and Staffan Hygge. 2003. “Strength of Noise Effects 
on Memory as a Function of Noise Source and Age.” Noise & Health 7 (27): 11–26.

Bordalo, Pedro, Nicola Gennaioli, and Andrei Shleifer. 2012. “Salience Theory of 
Choice under Risk.” Quarterly Journal of Economics 127 (3): 1243–85.

———. 2013. “Salience and Consumer Choice.” Journal of Political Economy 121 
(5): 803–43.

Borella, Erika, Barbara Carretti, and Santiago Pelegrina. 2010. “The Specific Role 
of Inhibition in Reading Comprehension in Good and Poor Comprehenders.” 
Journal of Learning Disabilities 43 (6): 541–52.

Broadbent, Donald. 1958. Perception and Communication. London: Pergamon Press.
Brunetti, Riccardo, Claudia Del Gatto, and Franco Delogu. 2014. “eCorsi: Imple-

mentation and Testing of the Corsi Block- Tapping Task for Digital Tablets.” Fron-
tiers in Psychology 5:1–8.

Bryan, Gharad, Dean Karlan, and Scott Nelson. 2010. “Commitment Devices.” 
Annual Review of Economics 2:671–98.

Burke, Marshall, Solomon M. Hsiang, and Edward Miguel. 2015. “Global Non- 
linear Effect of Temperature on Economic Production.” Nature 527:235–39.

Bushong, Ben, Matthew Rabin, and Josh Schwartzstein. 2016. “A Model of Relative 
Thinking.” Working paper, Harvard Business School, Harvard University.

Cacciottolo, Mafalda, Xinhui Wang, Ira Driscoll, Nicholas Woodward, Arian Saf-
fari, Jeanette Reyes, Mark L. Serre, et al. 2017. “Particulate Air Pollutants, APOE 
Alleles and their Contributions to Cognitive Impairment in Older Women and to 
Amyloidogenesis in Experimental Models.” Translational Psychiatry 7:1–8.

Cachon, Gerard P., Santiago Gallino, and Marcelo Olivares. 2012. “Severe Weather 
and Automobile Assembly Productivity.” Columbia Business School Research 
Paper no. 12- 37, Columbia University.

Cadena, Ximena, and Antoinette Schoar. 2011. “Remembering to Pay? Reminders 
vs. Financial Incentives for Loan Payments.” NBER Working Paper no. 17020, 
Cambridge, MA.

Cahlíková, Jana, and Lubomir Cingl. 2017. “Risk Preferences under Acute Stress.” 
Experimental Economics 20 (1): 209–36.

Canas, Jose J., Jose F. Quesada, Adoracion Antoli, and Inmaculada Fajardo. 2002. 
“Cognitive Flexibility and Adaptability to Environmental Changes in Dynamic 
Complex  Problem- Solving Tasks.” Ergonomics 46 (5): 482–501.

Carlin, Danielle, Joy Bonerba, Michael Phipps, Gene Alexander, Mark Shapiro, and 
Jordan Grafman. 2000. “Planning Impairments in Frontal Lobe Dementia and 
Frontal Lobe Lesion Patients.” Neuropsychologia 38 (5): 655–65.

Carlson, Stephanie M., and Louis J. Moses. 2001. “Individual Differences in Inhibi-
tory Control and Children’s Theory of Mind.” Child Development 72 (4): 1032–53.

Carvalho, Leandro, Stephan Meier, and Stephanie Wang. 2016. “Poverty and Eco-
nomic  Decision- Making: Evidence from Changes in Financial Resources at Pay-
day.” American Economic Review 106 (2): 260–84.

Case, Anne, and Angus Deaton. 2015. “Rising Morbidity and Mortality in Midlife 
among White Non- Hispanic Americans in the 21st Century.” Proceedings of the 
National Academy of Sciences USA (PNAS) 112 (49): 15078–83.

Cattell, Raymond B. 1963. “Theory of Fluid and Crystallized Intelligence: A Critical 
Experiment.” Journal of Educational Psychology 54 (1): 1–22.



Poverty and Cognitive Function    103

Cattell, Raymond B., and John L. Horn. 1966. “Refinement and Test of the Theory 
of Fluid and Crystallized General Intelligence.” Journal of Educational Psychol-
ogy 57 (5): 253–70.

Cawley, John, James Heckman, and Edward Vytlacil. 2001. “Three Observations on 
Wages and Measured Cognitive Ability.” Labour Economics 8 (4): 419–42.

Centers for Disease Control and Prevention. 2015. “Quickstats: Percentage of Adults 
Who Average ≤6 Hours of Sleep, by Family Income Group and Metropolitan Status 
of Residence, National Health Interview Survey, United States, 2013.” Accessed Sep-
tember 5, 2016. http://www.cdc.gov/mmwr/preview/mmwrhtml/mm6412a10.htm.

Chang, Tom, Joshua Graff Zivin, Tal Gross, and Matthew Neidell. 2016a. “The 
Effect of Pollution on Worker Productivity: Evidence from Call- Center Workers 
in China.” NBER Working Paper no. 22328, Cambridge, MA.

———. 2016b. “Particulate Pollution and the Productivity of  Pear Packers.” 
American Economic Journal: Economic Policy 8 (3): 141–69.

Chemin, Matthieu, Joost de Laat, and Johannes Haushofer. 2016. “Negative Rain-
fall Shocks Increase Levels of the Stress Hormone Cortisol among Poor Farm-
ers in Kenya.” Working paper. Available at https://papers.ssrn.com/sol3/papers 
.cfm?abstract_id=2294171.

Chen, Edith, Sheldon Cohen, and Gregory E. Miller. 2010. “How Low Socioeco-
nomic Status Affects 2- Year Hormonal Trajectories in Children.” Psychological 
Science 21 (1): 31–37.

Chen, Hong, Jeffrey C. Kwong, Ray Copes, Karen Tu, Paul J. Villeneuve, Aaron van 
Donkelaar, Perry Hystad, et al. 2017. “Living Near Major Roads and the Incidence 
of Dementia, Parkinson’s Disease, and Multiple Sclerosis: A  Population- Based 
Cohort Study.” Lancet 389 (10070): 718–26.

Chetty, Raj, Adam Looney, and Kory Kroft. 2009. “Salience and Taxation: Theory 
and Evidence.” American Economic Review 99 (4): 1145–77.

Chetty, Raj, and Emmanuel Saez. 2013. “Teaching the Tax Code: Earnings Responses 
to an Experiment with EITC Recipients.” American Economic Journal: Applied 
Economics 5 (1): 1–31.

Cheung, Stephen S., and Tom M. McLellan. 1998. “Heat Acclimation, Aerobic Fit-
ness, and Hydration Effects on Tolerance during Uncompensable Heat Stress.” 
Journal of Applied Physiology 84 (5): 1731–39.

Chi, Michelene T. H.  1997. “Creativity: Shifting across Ontological Categories 
Flexibly.” In Creative Thought: An Investigation of Conceptual Structures and Pro-
cesses, edited by Thomas B. Ward, Steven M. Smith, and Jyotsna Vaid, 209–34. 
Washington, DC: American Psychological Association.

Choi, James, David Laibson, Brigitte Madrian, and Andrew Metrick. 2006. “Saving 
for Retirement on the Path of Least Resistance.” In Behavioral Public Finance, 
edited by Edward McCaffrey and Joel Slemrod, 304–52. New York: Russell Sage.

Choi, Syngjoo, Shachar Kariv, Wieland Müller, and Dan Silverman. 2014. “Who Is 
(More) Rational?” American Economic Review 104 (6): 1518–50.

Chou, Eileen Y., Bidhan L. Parmar, and Adam D. Galinsky. 2016. “Economic Inse-
curity Increases Physical Pain.” Psychological Science 27 (4): 1–12.

Chun, Marvin M., Julie D. Golomb, and Nicholas B. Turk- Browne. 2011. “A Tax-
onomy of External and Internal Attention.” Annual Review of Psychology 62 (1): 
73–101.

Clark, Charlotte, and Stephen A. Stansfeld. 2007. “The Effect of Transportation 
Noise on Health and Cognitive Development: A Review of Recent Evidence.” 
International Journal of Comparative Psychology 20 (2): 145–58.

Cohen, Ronald A. 2014. The Neuropsychology of Attention, 2nd ed. New York: 
Springer US.



104    Emma Boswell Dean, Frank Schilbach, and Heather Schofield 

Cohen, Sheldon, William J. Doyle, and Andrew Baum. 2006. “Socioeconomic Status 
Is Associated with Stress Hormones.” Psychosomatic Medicine 68 (3): 414–20.

Cornelisse, Sandra, Vanessa van Ast, Johannes Haushofer, Maayke Seinstra, and 
Marian Joëls. 2014. “Time- Dependent Effect of Hydrocortisone Administration 
on Intertemporal Choice.” Working paper. Available at https://papers.ssrn.com 
/sol3/papers.cfm?abstract_id=2294189.

Corsi, Philip M. 1972. “Human Memory and the Medial Temporal Region of the 
Brain.” Dissertation Abstracts International 34:819B.

Costa- Font, Joan, and Sarah Flëche. 2017. “Parental Sleep and Employment: Evi-
dence from a British Cohort Study.” CEP Discussion Paper no. dp1467, Centre 
for Economic Performance.

Cowan, Nelson. 2008. “What Are the Differences between Long- Term, Short- Term, 
and Working Memory?” Progress in Brain Research 169: 323–38.

Currie, Janet, and Douglas Almond. 2011. “Human Capital Development before 
Age Five.” Handbook of Labor Economics 4:1315–486.

Czeisler, Charles A., Martin C. Moore- Ede, and Richard H. Coleman. 1982. “Rotat-
ing Shift Work Schedules That Disrupt Sleep Are Improved by Applying Circa-
dian Principles.” Science 217 (4558): 460–63.

Damgaard, Mette, and Christina Gavert. 2014. “Now or Never! The Effect of 
Deadlines on Charitable Giving: Evidence from a Natural Field Experiment.” 
Economics Working Paper no. 2014- 03, Department of Economics and Business 
Economics, Aarhus University.

Daneman, Meredyth, and Patricia A. Carpenter. 1980. “Individual Differences in 
Working Memory and Reading.” Journal of Verbal Learning and Verbal Behavior 
19 (4): 450–66.

———. 1983. “Individual Differences in Integrating Information between and within 
Sentences.” Journal of Experimental Psychology: Learning, Memory, and Cognition 
9 (4): 561–84.

Danziger, Shai, Jonathan Levav, and Liora  Avnaim- Pesso. 2011. “Extraneous Fac-
tors in Judicial Decisions.” Proceedings of the National Academy of Sciences USA 
(PNAS) 108 (7): 6889–92.

Dasgupta, Partha, and D. Ray. 1986. “Inequality as a Determinant of Malnutrition 
and Unemployment: Theory.” Economic Journal 96 (384): 1011–34.

Datta, Saugato, and Sendhil Mullainathan. 2014. “Behavioral Design: A New 
Approach to Development Policy.” Review of Income and Wealth 60 (1): 7–35.

Davidson, Matthew C., Dima Amso, Loren C. Anderson, and Adele Diamond. 
2006. “Development of Cognitive Control and Executive Functions from 4 to 13 
Years: Evidence from Manipulations of Memory, Inhibition, and Task Switch-
ing.” Neuropsychologia 44 (11): 2037–78.

de Frias, Cindy M., Roger A. Dixon, and Esther Strauss. 2006. “Structure of Four Ex-
ecutive Functioning Tests in Healthy Older Adults.” Neuropsychology 20 (2): 206–14.

Dell, Melissa, Benjamin F. Jones, and Benjamin A. Olken. 2012. “Temperature 
Shocks and Economic Growth: Evidence from the Last Half  Century.” American 
Economic Journal: Macroeconomics 4 (3): 66–95.

DellaVigna, Stefano. 2009. “Psychology and Economics: Evidence from the Field.” 
Journal of Economic Literature 47 (2): 315–72.

Dempster, Frank N. 1992. “The Rise and Fall of the Inhibitory Mechanism: Toward 
a Unified Theory of Cognitive Development and Aging.” Developmental Review 
12 (1): 45–75.

Deryugina, Tatyana, and Solomon M. Hsiang. 2014. “Does the Environment Still 
Matter? Daily Temperature and Income in the United States.” NBER Working 
Paper no. 20750, Cambridge, MA.



Poverty and Cognitive Function    105

Diamond, Adele. 2013. “Executive Functions.” Annual Review of Psychology 
64:135–68.

Diamond, Adele, W. Steven Barnett, Jessica Thomas, and Sarah Munro. 2007. “Pre-
school Program Improves Cognitive Control.” Science 318:1387–88.

Diamond, Adele, and Colleen Taylor. 1996. “Development of an Aspect of Execu-
tive Control: Development of the Abilities to Remember What I Said and to ‘Do 
as I Say, Not as I Do.’” Developmental Psychobiology 29 (4): 315–34.

Dickinson, David L., and Todd McElroy. 2010. “Rationality around the Clock: Sleep 
and Time- of- Day Effects on Guessing Game Responses.” Economics Letters 108 
(2): 245–48.

———. 2016. “Sleep Restriction and Time- of- Day Impacts on Simple Social Inter-
action.” IZA Discussion Paper no. 9673, Institute of Labor Economics.

Dinges, David F., Frances Pack, Katherine Williams, Kelly A. Gillen, John W. Powell, 
Geoffrey E. Ott, Caitlin Aptowicz, and Allan I. Pack. 1997. “Cumulative Sleepi-
ness, Mood Disturbance, and Psychomotor Vigilance Performance Decrements 
during a Week of Sleep Restricted to 4–5 Hours per Night.” Sleep 20 (4): 267–77.

Dorrian, Jillian, Naomi L. Rogers, and David F. Dinges. 2005. “Psychomotor Vigi-
lance Performance: A Neurocognitive Assay Sensitive to Sleep Loss.” In Sleep 
Deprivation: Clinical Issues, Pharmacology and Sleep Loss Effects, edited by Clete 
Kushida, 39–70. New York: Marcel Dekker.

Dulmen, Sandra, Emmy Sluijs, Liset Dijk, Denise Ridder, Rob Heerdink, and Jozien 
Bensing. 2007. “Patient Adherence to Medical Treatment: A Review of Reviews.” 
BMC Health Services Research 7 (1): 55–68.

Duncan, Greg J., Chantelle J. Dowset, Amy Claessens, Katherine Magnuson, Aletha 
C. Huston, Pamela Klebanov, Linda S. Pagani, et al. 2007. “School Readiness and 
Later Achievement.” Developmental Psychology 43 (6): 1428–46.

Dupas, Pascaline, and Jonathan Robinson. 2013. “Why Don’t the Poor Save More? 
Evidence from Health Savings Experiments.” American Economic Review 103 (4): 
1138–71.

Ebenstein, Avraham, Victor Lavy, and Sefi Roth. 2016. “The Long- Run Economic 
Consequences of High- Stakes Examinations: Evidence from Transitory Varia-
tion in Pollution.” American Economic Journal: Applied Economics 8 (4): 36–65.

Eccleston, Chris, and Geert Crombez. 1999. “Pain Demands Attention: A  Cognitive-  
Affective Model of the Interruptive Function of Pain.” Psychological Bulletin 125 
(3): 356–66.

Egeland, Jens, Susanne Nordby Johansen, and Torill Ueland. 2009. “Differentiat-
ing between ADHD Sub- types on CCPT Measures of Sustained Attention and 
Vigilance.” Scandinavian Journal of Psychology 50 (1): 347–54.

Enmarker, Ingela, Eva Boman, and Staffan Hygge. 2006. “Structural Equation Mod-
els of Memory Performance across Noise Conditions and Age Groups.” Scandi-
navian Journal of Psychology 47:449–60.

Ericson, Keith Marzilli. 2017. “On the Interaction of Memory and Procrastination: 
Implications for Reminders, Deadlines and Empirical Estimation.” Journal of the 
European Economic Association 5 (3): 692–719.

Eriksen, Barbara A., and Charles W. Eriksen. 1974. “Effects of Noise Letters upon 
the Identification of a Target Letter in a Nonsearch Task.” Perception and Psy-
chophysics 16 (1): 143–49.

Evans, Gary W., and Kimberly English. 2002. “The Environment of Poverty: Mul-
tiple Stressor Exposure.” Child Development 73 (4): 1238–48.

Evans, Gary W., and Michelle A. Schamberg. 2009. “Childhood Poverty, Chronic 
Stress, and Adult Working Memory.” Proceedings of the National Academy of 
Sciences USA (PNAS) 106 (16): 6545–49.



106    Emma Boswell Dean, Frank Schilbach, and Heather Schofield 

Fafchamps, Marcel, and Agnes R. Quisumbing. 1999. “Human Capital, Productiv-
ity, and Labor Allocation in Rural Pakistan.” Journal of Human Resources 34 (2): 
369–406.

Famulari, Melissa. 1988. “A  Household- Based, Nonparametric Test of  Demand 
Theory.” Review of Economics and Statistics 77 (2): 372–82.

Fang, Hanming, and Glenn C. Loury. 2005. “Dysfunctional Identities Can Be Ratio-
nal.” American Economic Review 95 (2): 104–11.

Fernald, Lia, and Megan R. Gunnar. 2009. “Effects of a  Poverty- Alleviation Inter-
vention on Salivary Cortisol in Very Low- Income Children.” Social Science & 
Medicine 68 (12): 2180–89.

Fessler, Daniel M. T., Elizabeth G. Pillsworth, and Thomas J. Flamson. 2004. “Angry 
Men and Disgusted Women: An Evolutionary Approach to the Influence of Emo-
tions on Risk Taking.” Organizational Behavior and Human Decision Processes 
95:107–23.

Février, Philippe, and Michael Visser. 2004. “A Study of Consumer Behavior Using 
Laboratory Data.” Experimental Economics 7 (1): 93–114.

Fisher, Irving. 1930. The Theory of Interest, as Determined by Impatience to Spend 
Income and Opportunity to Invest It. New York: MacMillan.

Fonseca- Azevedo, Karina, and Suzana  Herculano- Houzel. 2012. “Metabolic Con-
straint Imposes Trade- Off between Body Size and Number of  Brain Neurons 
in Human Evolution.” Proceedings of the National Academy of Sciences USA 
(PNAS), 109 (45): 18571–76.

Food and Agricultural Organization of  the United Nations, International Fund 
for Agricultural Development, and World Food Programme. 2011. The State of 
Food Insecurity in the World 2011. How does International Price Volatility Affect 
Domestic Economies and Food Security? Rome: Food and Agriculture Organiza-
tion Publications.

Fox, R. H., R. Goldsmith, I. F. G. Hampton, and T. J. Hunt. 1967. “Heat Acclima-
tization by Controlled Hyperthermia in Hot- Dry and Hot- Wet Climates.” Journal 
of Applied Physiology 22 (1): 39–46.

Franco Suglia, Shakira, Charis Gryparis, Robert O. Wright, Joel Schwartz, and  
R. John Wright. 2008. “Association of Black Carbon with Cognition among Chil-
dren in a Prospective Birth Cohort Study.” American Journal of Epidemiology 167 
(3): 280–86.

Frederick, Shane. 2005. “On the Ball: Cognitive Reflection and  Decision- Making.” 
Journal of Economic Perspectives 19 (4): 25–42.

Frederick, Shane, George Loewenstein, and Ted O’Donoghue. 2002. “Time Dis-
counting and Time Preference: A Critical Review.” Journal of Economic Literature 
40 (2): 351–401.

Free, Caroline, Rosemary Knight, Steven Robertson, Robyn Whittaker, Phil Edwards, 
Weiwei Zhou, Anthony Rodgers, John Cairns, Michael G. Kenward, and Ian Rob-
erts. 2011. “Smoking Cessation Support Delivered via Mobile Phone Text Mes-
saging (txt2stop): A  Single- Blind, Randomised Trial.” Lancet 378 (9785): 49–55.

Friedman, Naomi P., Akira Miyake, Robin P. Corley, Susan E. Young, John C. 
DeFries, and John K. Hewitt. 2006. “Not All Executive Functions Are Related to 
Intelligence.” Psychological Science 17 (2): 172–79.

Fudenberg, Drew, and David K. Levine. 2006. “A Dual- Self  Model of  Impulse 
Control.” American Economic Review 96 (5): 1449–76.

Gabaix, Xavier. 2014. “A  Sparsity- Based Model of Bounded Rationality.” Quarterly 
Journal of Economics 129 (4): 1661–710.

———. 2016. “Behavioral Macroeconomics via Sparse Dynamic Programming.” 
NBER Working Paper no. 21848, Cambridge, MA.



Poverty and Cognitive Function    107

Gabaix, Xavier, and David Laibson. 2006. “Shrouded Attributes, Consumer Myo-
pia, and Information Suppression in Competitive Markets.” Quarterly Journal of 
Economics 121 (2): 505–40.

Gailliot, Matthew T., Roy F. Baumeister, C. Nathan DeWall, Jon K. Maner, E. Ashby 
Plant, Dianne M. Tice, Lauren E. Brewer, and Brandon J. Schmeichel. 2007. “Self- 
Control Relies on Glucose as a Limited Energy Source: Willpower Is More Than 
a Metaphor.” Journal of Personality and Social Psychology 92 (2): 325–36.

Gallagher, Kelly Sims, and Erich Muehlegger. 2011. “Giving Green to Get Green? 
Incentives and Consumer Adoption of Hybrid Vehicle Technology.” Journal of 
Environmental Economics and Management 61 (1): 1–15.

Gaoua, Nadia. 2011. “The Effects of Heat Exposure on Cognitive Performance.” 
Scandinavian Journal of Medicine & Science in Sports 20 (3): 60–70.

Gawande, Atul. 2004. “On Washing Hands.” New England Journal of Medicine 
350:1283–86.

Ghio, Andrew J., Chong Kim, and Robert B. Devlin. 2000. “Concentrated Ambi-
ent Air Particles Induce Mild Pulmonary Inflammation in Healthy Human Vol-
unteers.” American Journal of Respiratory and Critical Care Medicine 162 (3.1): 
981–88.

Gibson, Matthew, and Jeffrey Shrader. 2015. “Time Use and the Labor Market: The 
Wage Returns to Sleep.” Department of Economics Working Paper no. 2015- 17, 
Department of Economics, Williams College.

Giné, Xavier, Dean Karlan, and Jonathan Zinman. 2010. “Put Your Money Where 
Your Butt Is: A Commitment Contract for Smoking Cessation.” American Eco-
nomic Journal: Applied Economics 2:213–35.

Glass, David C., Jerome E. Singer, and Lucy N. Friedman. 1969. “Psychic Cost 
of Adaptation to an Environmental Stressor.” Journal of Personality and Social 
Psychology 12 (3): 200–210.

Godefroy, Olivier, Maryline Cabaret, Violaine Petit- Chenal, Jean- Pierre Pruvo, and 
Marc Rousseaux. 1999. “Control Functions of the Frontal Lobes. Modularity of 
the  Central- Supervisory System?” Cortex 35 (1): 1–20.

Gottfredson, Michael R., and Travis Hirschi. 1990. A General Theory of Crime. Palo 
Alto, CA: Stanford University Press.

Graff Zivin, Joshua, and Matthew Neidell. 2012. “The Impact of  Pollution on 
Worker Productivity.” American Economic Review 102 (7): 3652–73.

Grandner, Michael A., Nirav P. Patel, Philip R. Gehrman, Dawei Xie, Daohang 
Sha, Terri Weaver, and Nalaka Gooneratne. 2010. “Who Gets the Best Sleep? 
Ethnic and Socioeconomic Factors Related to Sleep Complaints.” Sleep Medi-
cine 11:470–78.

Grant, David A., and Esta A. Berg. 1948. “A Behavioral Analysis of Degree of Rein-
forcement and Ease of Shifting to New Responses in Weigl- Type Card- Sorting 
Problem.” Journal of Experimental Psychology 38:404–11.

Greenstone, Michael, Janhavi Nilekani, Rohini Pande, Nicholas Ryan, Anant Sudar-
shan, and Anish Sugathan. 2015. “Lower Pollution, Longer Lives: Life Expec-
tancy Gains If  India Reduced Particulate Matter Pollution.” Economic & Political 
Weekly 1 (8): 40–46.
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