What Can We Learn From Sign-Restricted VARs?

By CHRISTIAN K. WOLF*

Traditionally, the identification of
business-cycle shocks through Vector Au-
toregressions (VARs) has relied on ezact
exclusion restrictions: impulse responses
are assumed to be zero either on impact
or in the long run, and shock proxies are
assumed to only correlate with the struc-
tural shock of interest (see Ramey, 2016,
for a review).! Economic theory, of course,
rarely justifies such exact exclusion restric-
tions. In response, a by-now voluminous
literature considers a less dogmatic, more
credible source of identifying information:
restrictions imposed only on the signs of
impulse responses (e.g. Uhlig, 2005) .

In this short note I use a simple structural
business-cycle model to analytically illus-
trate the workings and limitations of this
popular sign restrictions approach. I try to
summarize the insights from my analysis in
the form of a couple of concrete takeaways
for applied macroeconometric practice.

I. Model

I follow Wolf (2020) and study a variant
of the canonical three-equation New Key-
nesian model. The equations are

(IS) yr = B (yer1)—(iv—Ey (me11))+0%]

(NKPC) Ty = KUY + BEt (7Tt+1) — O'Sgi
(TR) it = ¢7‘-7Tt + O'mé—;n
where ¢, = (e,e5,e™) ~ N(0,I); y is

real output; ¢ is the nominal interest rate;
and 7 is inflation. The model consists of
three equations and features three shocks:
an IS-relation (demand block) subject to
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IMore precisely, identification in the first two cases
relies on the stated exclusion restrictions together with
the assumption of invertibility: the shocks are assumed
to lie in the span of observed macro aggregates.

a demand shock &f; a New Keynesian
Phillips curve (supply block) subject to a
supply /cost-push shock £¢; and a monetary
policy rule subject to a monetary shock ;.
Under standard restrictions on parameter
values, the solution satisfies
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I give the full expression for the impulse
response matrix © in Appendix A. For ease
of reference, I will denote the entry of ©
corresponding to the response of variable
j € {y,m, i} toshock k € {d,s,m} by Oj.

I consider a researcher who wishes to
learn about the effects of monetary policy
shocks—arguably the canonical problem in
the vast structural VAR literature. The
researcher observes model-generated data
xy = (Ys, T, 4¢)’, and seeks to estimate O,,,,
the response of output to a monetary shock.
For simplicity, I assume that the researcher
has access to an arbitrarily large sample, so
I can treat the covariance matrix

(2) Y, = var(z;) = 06/

as known. Since 60’ = 00’ for © = OF'
with P an orthogonal matrix, it follows that
knowledge of (2) identifies the model only
up to orthogonal rotations. Given any such
P, the implied impulse response matrix ©
is in fact the impulse response matrix corre-
sponding to some linear combination &, of
the true structural shocks, where

(3) é:t = PEft

To learn about ©,,,, the researcher needs to
find additional identifying information that
(i) is consistent with P = I (giving &; = &,
and ©,,, = 0,,) and (ii) rules out many
(ideally all) other P’s.
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II. Sign Restrictions on Impulse
Responses

Following Uhlig (2005), I assume that the
researcher is willing to impose that contrac-
tionary monetary policy shocks increase in-
terest rates and lower inflation. Thus, in
addition to (2), she also knows that the im-
pulse response matrix © must satisfy the
following sign pattern:
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(4) e =

This restriction is promising: monetary
shocks are unique in that they move interest
rates and inflation in opposite directions,
so requiring a sign pattern as in (4) will
certainly prevent the researcher from mis-
labeling the demand and supply shocks &¢
and ¢; as monetary shocks €;". But is that
enough to learn something about ©,,,7

A. The Identified Set

Rather than pinning down a single value
for ©,,,, the sign restrictions in (4) give
us a range: they cannot rule out any
Oym € O, Oym), where the lower and up-
per bounds are defined as the solutions to
the optimization programs

(5) inf, /sup, ©i1.-p

subject to the wunit-length requirement
llp|] = 1 (from the covariance matrix (2))
and the two inequality constraints (from the
sign restrictions (4))

(6) @2,l'p<07 @3,o'p>0

It is easy to see from this program that we
will generally have ©,,, < 0 < O, as
long as © is invertible, both strictly positive
as well as strictly negative values of O, -
p are consistent with (6); the requirement
that ||p|| = 1 then simply rescales impulse
responses, without changing their signs.?
Why did the sign restrictions in (4) fail
to pin down the sign of ©,,,7 Clearly the

2] show in Appendix A that, for standard model pa-
rameterizations, © is in fact invertible.
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vector p = (0,0, 1) —which corresponds to
perfect identification, i.e. &* = p'ey = )" —
is consistent with the imposed restrictions,
50 Oym € [0,,,,Oyn]. Furthermore, nei-
ther pure demand nor supply shocks satisfy
the imposed restrictions, so p = (1,0,0)’
and p = (0,1,0) are ruled out. Unfor-
tunately, however, linear combinations of
expansionary demand and supply shocks
can satisfy (6), yet will increase output—
an identification challenge that I have re-
ferred to as shock “masquerading” in prior
work (Wolf, 2020). Panel (a) of Figure 1
provides a graphical illustration, display-
ing the identified set in terms of the shock
weights p = (pa, ps, Pm)’ for " = p'e;. The
orange region indicates shock weights that
are consistent with the imposed sign restric-
tions and give a negative identified response
of output, ©,,,. As expected, the vector
p=(0,0,1)" corresponding to perfect iden-
tification lies in this orange region. How-
ever, there is also a blue region: positive
weights on demand and supply shocks can
also be consistent with the sign restrictions,
but counterfactually increase output.

ADDITIONAL RESTRICTIONS.

Two popular refinements of the sim-
ple baseline restrictions in (4) are (i) re-
strictions on other shocks (i.e., the other
columns of O), and (ii) restrictions on en-
tire impulse response paths (applicable for
richer, dynamic environments). I provide
a brief discussion of both cases here, with
details relegated to Appendix B.

First, suppose that a researcher is also
willing to restrict the signs of all impulse
responses to demand and supply shocks, re-
quiring that
+ 7

(7) 0 =

+ 4+

-+

To see how such simultaneous identification
of multiple shocks may help, take any of the
“masquerading” p’s in the mis-identified
blue region in panel (a) of Figure 1. For
the proposed additional restrictions to rule
those out, it must not be possible to find
any other vectors p* orthogonal to p and
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(a) baseline

(b) bigger monetary shocks
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(c) TR restriction
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Figure 1. : Identified sets of monetary policy shocks.

Note: Regions of the identified set derived from (5) that give ©ym < 0 (orange) and Oy, > 0 (blue) vs. all possible

shock weights (grey). pq and ps are on the axes, and I residually set p,, =

1 — p2 — p2. Baseline model in (a),

more volatile monetary shocks in (b), and adding the restriction (8) in (c). Parameterization in Appendix A.

with impulse responses as in the first and
second columns shown in (7). One simple
sufficient condition for this to indeed not be
possible is that monetary shocks are domi-
nant: if 0™ > {0¢ o°}, then only pure de-
mand and supply shocks (i.e., p* = (1,0,0)’
and p* = (0,1,0)") satisfy the restrictions
in the first two columns of (7). But then the
identified monetary policy vector p would
have to equal (0,0,1)", so the model is in
fact point-identified.

Second, a researcher may impose the re-
strictions (4) for many time periods. It is
straightforward to see how such dynamic re-
strictions may prove useful: for example,
suppose that demand and supply shock im-
pulse responses erratically change their sign
from period to period, while monetary im-
pulse responses show a gradual decay. In
that case, the masquerading demand and
supply shocks would satisfy the imposed
restrictions on impact, but not along the
entire impulse response path, thus again
tightening identified sets.

Neither of these conditions is however
particularly plausible empirically: mone-
tary shocks are unlikely to be a main driver
of cyclical fluctuations, and impulse re-
sponses in both theory and data tend to not
quickly alternate in sign. It is thus not sur-
prising that, in practice, allowing for addi-
tional restrictions on many shocks or many
time periods does not usually help much

with the masquerading problem. I provide
an illustration in Figure B.1.

B. The Haar Prior

In Section II.A, I studied the entire iden-
tified set induced by the sign restrictions
(4). I did so because, without further in-
formation, sign restrictions alone simply do
not allow us to distinguish between any of
the ©,,, in the set [©,,,0,,]. Much of
the applied sign restrictions literature, how-
ever, proceeds rather differently, reporting
instead the distribution over [©,,,,0,,,] in-
duced by a particular prior over the space
of orthogonal rotation matrices P—the so-
called uniform Haar measure (Uhlig, 2005;
Rubio-Ramirez, Waggoner and Zha, 2010).?

Why should we care about the distri-
bution induced by this Haar prior? The
advantage of the model-based perspective
taken here is that it allows us to give an ex-
plicit structural interpretation to that prior.
It follows from (3) that the Haar prior is
a prior over the matrix of shock weights
P; for a single shock, it is a prior over
the unit-length shock weight vector p. The
Haar measure—as the natural notion of a
uniform measure over the unit sphere—
regards each of these shock weight vectors

3Since I treat ¥, as known, my analysis in this paper
should be interpreted as applying to the large-sample
limit of the conventional Bayesian procedure.
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p as ex-ante equally likely.* This implies
that the Haar-induced posterior over im-
pulse responses is necessarily dominated by
the most volatile shocks: those give the
largest entries in the impulse response ma-
trix ©, and so also dominate the identified
responses O,,,, = ©-p. Panel (b) of Figure 1
illustrates. There I report the same objects
as in panel (a), but now for a model with a
much higher relative volatility of monetary
shocks. The dark blue area of masquerad-
ing positive demand and supply shocks is
still present, but it now corresponds to a
much smaller share of the identified set,
and so will receive relatively little weight
in the researcher’s posterior. Thus, even
though the identified set continues to in-
clude both negative and positive output re-
sponses to identified contractionary mone-
tary shocks, the imposed prior now implies
that a Bayesian researcher regards negative
responses as overwhelmingly likely.

What do those observations imply for
applied practice? SVAR methods are of-
ten used to study the transmission of pol-
icy shocks (either monetary or fiscal), and
those shocks are not regarded as important
sources of business-cycle fluctuations. In
those cases, the Haar prior can be expected
to amplify the masquerading problem: the
posterior will be dominated by other, more
volatile shocks, thus potentially centering
the researcher’s posterior away from the
true effects of the policy shocks. For ex-
ample, in my monetary policy application,
typical values for the relative volatilities of
policy and non-policy shocks imply that the
Haar-induced posterior has most mass con-
centrated on counterfactual positive output
responses, precisely because of the Haar
prior’s over-weighting of the more volatile
demand and supply shocks. More generally,
this sensitivity of the researcher’s posterior
to the relative importance of shocks—a fea-
ture of shocks that is orthogonal to their dy-
namic causal effects, and so to what we ac-
tually want to learn about—means that the

4See Baumeister and Hamilton (2015) for a visual
representation of this prior. In particular, their illus-
trations reveal that uniformity over points on the unit
sphere does not necessarily correspond to uniformity
about the individual entries of the weight vector p.
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computational strategy of sampling from
the Haar prior does not in fact give us an
agnostic default inference procedure.

C. Restricting Structural Elasticities

The analysis in Sections I1.A and II.B re-
lied on restrictions on impulse responses ©.
Alternatively, researchers may also enter-
tain restrictions on the structural elastici-
ties in the equilibrium system (IS) - (TR)—
i.e., restrictions on entries of @ 1.

In my model environment, one such
restriction—a sign restriction on the im-
plied monetary policy rule, as in Arias, Cal-
dara and Rubio-Ramirez (2019)—turns out
to sharply tighten the identified set. Specif-
ically, suppose that the researcher comple-
ments the sign restrictions in (4) with the
requirement that the coefficient on output
in the monetary authority’s rule is weakly
positive (the true value is zero). The identi-
fied set can then be derived by an extended
version of the program (5), now also featur-
ing the constraint that

(8) (=" ©.1)/(0 - ©.3) =0

Panel (c) in Figure 1 reveals that this re-
striction is enough to eliminate the blue re-
gion of masquerading expansionary demand
and supply shocks.” The intuition is simple:
if positive demand and supply shocks are
mis-identified as a contractionary monetary
shock, then a linear combination of the (IS)
and (NKPC) equations is mis-identified as
the Taylor rule. These two equations, how-
ever, together postulate a negative rela-
tionship between output and interest rates,
with an implied Taylor rule output coeffi-
cient proportional to —(24 + /fg—j,) and so
inconsistent with (8) for p; > 0 and p, > 0.

III. Conclusions

The relative agnosticism of sign restric-
tions makes them an attractive addition to
the SVAR toolkit. In this short note, I have
used a simple structural model to gain some

5This sharp result relies on my assumption that the
true output coefficient in the monetary rule is zero. I
consider the more general case in Wolf (2020).
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insights into the workings and limitations of
sign restrictions as identifying information.
Three lessons emerged.

1) To identify a given structural shock, it
is necessary but generally not sufficient
to impose sign restrictions that are sat-
isfied only by that shock—intuitively,
the identification challenge is that lin-
ear combinations of other shocks can
also satisfy the imposed restrictions.
In my model, this shock “masquerad-
ing” problem was severe enough to im-
ply that sign restrictions on interest
rates and inflation do not allow us to
say anything about the sign of the out-
put response to monetary shocks. The
problem remains hard to escape even
if sign restrictions are imposed at mul-
tiple horizons or on multiple shocks.

2) Sampling from the Haar prior, as done
in standard Bayesian implementations
of sign restrictions, does not yield an
agnostic default inference procedure,
as it implicitly over-weights the most
volatile underlying structural shocks—
a feature of the data that has little to
do with the dynamic causal effects that
the researcher is trying to estimate. In-
ference on entire identified sets, using
for example the procedures of Giaco-
mini and Kitagawa (2021), sidesteps
these concerns.

3) Nevertheless, SVAR identification does
not need to go all the way back to exact
exclusion restrictions to make progress.
Recently, the SVAR toolkit has been
expanded to allow for: (i) sign restric-
tions on structural elasticities; (ii) ex-
plicitly stated and defended probabilis-
tic priors on either impulse response
functions (Plagborg-Mgller, 2019) or
structural elasticities (Baumeister and
Hamilton, 2015), replacing the Haar
prior; and (iii) range restrictions on im-
pulse response magnitudes (Kilian and
Murphy, 2012). Put together with sign
restrictions on impulse responses, this
enlarged set of tools may offer an at-
tractive middle ground for the estima-
tion of dynamic causal effects.
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