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ABSTRACT

Many personal and policy decisions turn on perceptions of school effectiveness, defined here as the causal effect of attendance at a particular school or set of schools on student test scores and other outcomes. Widely-disseminated school ratings frameworks compare average student achievement across schools, but uncontrolled differences in means may owe more to selection bias than to causal effects. Such selection problems have motivated a wave of econometric innovation that uses elements of random and quasi-experimental variation to measure school effectiveness. This chapter reviews these empirical strategies, highlighting solved problems and open questions. Empirical examples are used throughout.
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1 Introduction

A wide range of personal and policy decisions turn on perceptions of school quality. Families choose schools and neighborhoods by balancing perceived school effectiveness against other factors, like housing costs and commute times. Questions of school quality also drive high-stakes policy decisions around school closure, restructuring, and expansion. In response to the demand for such information, achievement-based measures of public school effectiveness have proliferated. Such measures include “school report cards” distributed by some states and districts, as well as school quality ratings published by private organizations like GreatSchools.org.

How can school quality be reliably measured? This chapter reviews recent econometric strategies for estimating school effectiveness, defined as the causal effect of attending a particular school or set of similar schools (like charter schools) on student outcomes. Efforts to gauge school quality must confront the fundamental challenge of selection bias: school-to-school comparisons can reflect student ability and family background as much as or more than school effectiveness. Economists have devised an array of solutions to such bias; increasingly, these use elements of randomness in modern school assignment schemes to devise convincing natural experiments.

Our review begins with the relatively straightforward matter of how to gauge the effectiveness of a single school or school sector that offers seats by lottery. For instance, Angrist et al. (2010) study effects of the first Knowledge is Power Program (KIPP) charter school in New England. In principle, lotteries for seats at a single oversubscribed charter school identify the causal effects of attendance at this school. This identification strategy is implemented using the (perhaps conditionally) randomized offer of seats at the school in question as an instrumental variable (IV) for school attendance.

Although conceptually straightforward, complications arise in implementing school-lottery IV, even to estimate the quality of a single school or sector. Our discussion of lottery basics covers problems related to covariates, waiting lists, and the delays between random assignment, school enrollment, and measurement of outcomes. We also discuss the regression-discontinuity (RD) analog of single-school lotteries where students are admitted according to whether a test score clears a cutoff, instead of by conditionally random assignment. The leading example here is a selective-enrollment “exam” school like those studied in Abdulkadiroğlu et al. (2014). Finally, the single-school IV setting is used to review methods for the estimation of school effects on test score distributions, as in Angrist et al. (2016a).

Of course, many questions of school quality involve more than one sector or school. An analyst aspiring to measure multiple causal effects must establish a common counterfactual to ensure the estimates are true apples-to-apples comparisons. The identification of multi-school and multi-sector models is facilitated by centralized school assignment, as in the Boston, Denver, New Orleans, and New York City school districts (to name a few). Centralized assignment schemes randomly assign a good share of seats at most schools in the centralized district. Random assignment in such districts is conditional: different students are assigned seats at a given school at different rates determined by preferences and priorities. Abdulkadiroğlu et al. (2017) and Abdulkadiroğlu et al. (2021) derive the assignment probabilities arising in a centralized match,
and show how the vector of assignment rates lays the foundation for causal inference with multiple sectors or schools. We synthesize and illustrate practical lessons from this work.

Interest in school effectiveness clearly predates the advent of centralized assignment, however. Conventional value-added models (VAMs) gauge school effectiveness using regression to control for lagged outcomes and other covariates. Because VAM estimates for individual schools tend to be noisy, economists have long deployed empirical Bayes (EB) methods to reduce sampling variance.¹ More recently, Angrist et al. (2016b, 2017, 2021) develop a suite of EB methods using centralized assignment to measure school effectiveness and to reduce selection bias in conventional VAM estimates. These methods aim to balance the relative precision of conventional VAMs with the bias reduction and model validation afforded by centralized assignment. New VAM models and methods are illustrated here with applications to schools in Massachusetts, Denver, and New York City. As in Angrist et al. (2021), these applications show how centralized assignment can shed light on school effectiveness even for schools where no seats are randomly assigned.

We structure this chapter as follows. Section 2 reviews the basic IV framework as it applies to quality measures for a single school or sector. Section 3 extends the framework to cover models with heterogeneous effects, measures of effectiveness over multiple sectors and years, and identification strategies using RD-style seat assignment. Section 4 describes the use of centralized assignment to jointly estimate the quality of multiple distinct sectors. A leading example here is an analysis of different types of charter schools. Section 5 discusses regression-controlled VAM estimation, outlines an EB framework for the analysis of individual school quality, and shows how quasi-experimental admissions or assignment variation can be used to validate and improve on conventional VAMs. We conclude by highlighting remaining challenges and research frontiers in the measurement of school effectiveness.

## 2 School Lottery Basics

### 2.1 Single-School Effects

A large and expanding empirical literature uses randomized admission lotteries to gauge the effects of K-12 schools on academic outcomes in the United States. Examples include studies of charter schools (Hoxby and Murarka, 2009; Angrist et al., 2010, 2012, 2013, 2016a; Abdulkadiroğlu et al., 2011; Dobbie and Fryer, 2011, 2013, 2015; Clark et al., 2015; Davis and Heller, 2019; Cohodes et al., 2021; Setren, 2021), school vouchers (Chingos and Peterson, 2015; Mills and Wolf, 2017; Abdulkadiroğlu et al., 2018), small schools (Bloom and Unterman, 2014), magnet schools (Engberg et al., 2014), boarding schools (Curto and Fryer, 2014), and aspects of school choice (Cullen et al., 2006; Hastings et al., 2009; Deming, 2011, 2014; Deming et al., 2014).² We begin by reviewing econometric methods for the simplest question this work considers, that of the effectiveness of a single school.

¹Raudenbush and Bryk (1986) are the first to apply EB methods in this context.
²Outside the US, lottery-based school evaluations include Angrist et al. (2002), Lee et al. (2014), Zhang (2014), Behaghel et al. (2017), Lee and Nakazawa (2021), Oosterbeek and de Wolf (2021), and Romero and Singh (2021).
Suppose a researcher is interested in the effects of attendance at a charter school in the KIPP network. KIPP has been often in the public eye: network schools are emblematic of the *No Excuses* approach to public education, a widely replicated urban charter model that features a long school day, an extended school year, selective teacher hiring, extensive data-driven feedback for teachers, student behavior norms, and a focus on traditional reading and math skills. Not long ago, there was only one such school in New England—the KIPP middle school in Lynn, Mass. How good is it? Angrist et al. (2010, 2012) gauge KIPP Lynn effectiveness using data on KIPP lottery applicants.

The lottery strategy uses IV to identify the causal effect of a Bernoulli treatment, $D_i \in \{0, 1\}$, here indicating KIPP enrollment for student $i$. Let $Y_i(1)$ denote this student’s potential 6th grade achievement level if she attends KIPP Lynn, and let $Y_i(0)$ denote her achievement otherwise. The observed outcome for this student, $Y_i$, is one or the other of these two potential outcomes depending on $D_i$. We can thus write:

$$Y_i = D_iY_i(1) + (1 - D_i)Y_i(0) = Y_i(0) + (Y_i(1) - Y_i(0))D_i.$$

To focus on the problem of selection bias, we initially postulate a constant causal effect, $Y_i(1) - Y_i(0) = \beta$, for all $i$. Under constant effects, observed outcomes can be described by writing:

$$Y_i = \mu + \beta D_i + \varepsilon_i,$$

where $\mu \equiv E[Y_i(0)]$ and $\varepsilon_i = Y_i(0) - \mu$. The term $\varepsilon_i$ can be thought of as a composite measure of student ability, family background, and motivation for schoolwork. We call this measure “ability” for short.

The core challenge in estimating $\beta$ comes from the fact that ability and KIPP attendance are likely correlated. KIPP students may be especially motivated or come from more educated families than the typical urban student (Rothstein, 2004), such that $E[\varepsilon_i \mid D_i = 1]$ exceeds $E[\varepsilon_i \mid D_i = 0]$. In this case, the causal parameter $\beta$ in equation (1) is unlikely to coincide with the slope coefficient in a regression of $Y_i$ on $D_i$ or, equivalently, the difference in conditional means of $Y_i$ with $D_i$ switched on and off. Selection bias likely causes comparisons of mean achievement by KIPP enrollment status to exceed $\beta$:

$$E[Y_i \mid D_i = 1] - E[Y_i \mid D_i = 0] = \beta + \underbrace{E[\varepsilon_i \mid D_i = 1] - E[\varepsilon_i \mid D_i = 0]}_{\text{Selection bias}} > \beta.$$  

Multivariate regression estimates that control for family background and pre-application (i.e., lagged) achievement ameliorate, but do not necessarily eliminate, this sort of selection bias.

IV using randomized admission lotteries answers the challenge of selection bias. Suppose $n$ applicants apply for $m < n$ 6th grade seats at KIPP. Let dummy variable $Z_i$ indicate applicants offered a seat. We assume that lotteries are both fair and consequential. Formally, this means,
Assumption 1A. Lottery offers are independent of student ability: \( \epsilon_i \perp Z_i \).

Assumption 1B. Lottery winners are more likely to enroll than losers: \( E[D_i | Z_i = 1] > E[D_i | Z_i = 0] \).

Assumption 1A is plausible because lottery offers are randomly assigned and so independent of student ability, though 1A also requires offers be unrelated to outcomes through channels other than charter attendance. The latter is an exclusion restriction. Assumption 1B is plausible because lottery offers open the door for enrollment: while not all lottery winners enroll, and while some lottery losers may find their way in through other channels, enrollment is strongly predicted by offers.

This pair of assumptions makes \( Z_i \) a valid instrument for \( D_i \) in equation (1). Since the instrument here is Bernoulli, the IV estimand is a Wald (1940)-type ratio of differences in means:

\[
\beta_{IV} = \frac{E[Y_i | Z_i = 1] - E[Y_i | Z_i = 0]}{E[D_i | Z_i = 1] - E[D_i | Z_i = 0]} = \beta. \tag{2}
\]

Identification of \( \beta \) follows from equation (1) and the facts that Assumption 1A implies \( E[\epsilon|Z_i] = 0 \), while Assumption 1B ensures the denominator of (2) is nonzero.

The numerator and denominator of (2) can be computed as the slope coefficients from bivariate regressions of achievement and charter attendance on \( Z_i \):

\[
Y_i = \gamma + \rho Z_i + u_i, \tag{3}
\]
\[
D_i = \psi + \pi Z_i + v_i. \tag{4}
\]

Conventionally, the first of these equations is called the reduced form while the second is the corresponding first stage. We sometimes use these terms to refer to the slope coefficients, \( \rho \) and \( \pi \), rather than the equations containing them. Equation (2) shows that \( \beta_{IV} = \rho/\pi \), which coincides with the causal parameter \( \beta \) under Assumptions 1A and 1B.

2.2 Control for Assignment Risk and Covariates

Schools typically run admissions lotteries every year. Many also run separate lotteries for different entry grades and for siblings of students already enrolled, among other special groups. Such multi-lottery scenarios can be seen as a naturally-occurring analog of the stratified randomized controlled trials (RCTs) used to gauge drug efficacy. In a stratified RCT, where subjects are treated at different rates in different strata, treatment assignment is independent of potential outcomes only within strata.

The signal feature distinguishing lottery strata is the conditional probability of an offer, a feature we call assignment risk. For instance, assignment risk among applicants might be 0.9 when a school first opens and demand is weak such that virtually all applicants get in. But assignment risk might decline to 0.5 or less in later years as the school becomes established and popular. Likewise, siblings are typically offered seats at a much higher rate than non-siblings in a given year. A group of students with the same assignment risk is
said to constitute a risk set. Differences in assignment risk are a possible source of selection bias even in a stratified RCT. We therefore control for assignment risk in all but the simplest, single-stratum, lottery-based research designs.

Within risk sets, the single-lottery IV framework applies. Let \( R_i \in \{1, ..., K\} \) encode the identity of applicant \( i \)'s risk set, with dummies \( R_{ik} = 1[R_i = k] \) indicating \( i \) is in the \( k^{th} \) set. The conditional Wald estimand for applicants in risk set \( k \) is:

\[
\beta_{IV,k} = E[Y_i|Z_i = 1, R_i = k] - E[Y_i|Z_i = 0, R_i = k] - E[D_i|Z_i = 1, R_i = k] + E[D_i|Z_i = 0, R_i = k].
\]

(5)

If Assumptions 1A and 1B hold conditional on \( R_i = k \), then \( \beta_{IV,k} \) captures the causal effect of charter attendance for applicants in this group. In practice, risk-set-specific estimates based on the sample analog of \( \beta_{IV,k} \) are likely to be noisy. But we can aggregate these conditional estimates into a single, more precise, summary estimate.

A two-stage least squares (2SLS) estimator with a full set of risk set controls conveniently aggregates the set of \( \beta_{IV,k} \) in a single weighted average. Augmenting the causal model described by (1) and the first stage equation described by (4) with risk control leads to a 2SLS setup described by:

\[
Y_i = \beta D_i + \sum_{k=1}^{K} \delta_k R_{ik} + \eta_i,
\]

(6)

\[
D_i = \pi Z_i + \sum_{k=1}^{K} \tau_k R_{ik} + \upsilon_i.
\]

(7)

Parameters \( \delta_k \) in the risk-controlled causal model, (6), can be viewed as coefficients from a regression of \( \mu + \varepsilon_i \) in (1) on the set of \( R_{ik} \), with associated residual \( \eta_i \). First stage equation (7) likewise controls for risk by including the \( R_{ik} \) as regressors (as a rule, a 2SLS first stage includes the controls appearing in the causal model with which it’s associated).

2SLS uses the first-stage fitted values generated by (7) to instrument \( D_i \) in (6).\(^3\) Kolesár (2013) shows that this 2SLS estimand, characterized by a dummy endogenous variable with saturated control for discrete covariates, captures a weighted average of within-risk-set IV coefficients that can be written:

\[
\beta_{2SLS} = \sum_{k=1}^{K} \left[ \frac{\omega_k \pi_k p_k (1 - p_k)}{\sum_l \omega_l \pi_l p_l (1 - p_l)} \right] \beta_{IV,k}.
\]

(8)

\(^3\) The reduced form equation for this system can be written:

\[
Y_i = \rho Z_i + \sum_{k=1}^{K} \gamma_k R_{ik} + \xi_i,
\]

where the \( \gamma_k \) are reduced-form risk-set effects. Because this model is just-identified (i.e., the number of instruments equals the number of variables to be instrumented), 2SLS coincides with an indirect least squares estimator that divides OLS estimates of reduced-form coefficient \( \rho \) by estimates of the corresponding first-stage coefficient, \( \pi \), in (7).
Here, $\omega_k = Pr[R_{ik} = 1]$ is the share of applicants in risk set $k$; $\pi_k = E[D_i | Z_i = 1, R_{ik} = 1] - E[D_i | Z_i = 0, R_{ik} = 1]$ is the corresponding first stage for these applicants; and $p_k = Pr[Z_i = 1 | R_{ik} = 1]$, so $p_k(1 - p_k)$ is the conditional offer variance. The weights on each $\beta_{IV,k}$ are non-negative if Assumption 1B holds for each lottery so that $\pi_k > 0$ for all $k$. This weighting scheme is likely to generate precise estimates of $\beta$ by giving more weight to strata with more students, stronger first stages, and more instrument variation.\footnote{Goldsmith-Pinkham et al. (2022) study the efficiency of such regression-based weighting schemes.}

An alternative 2SLS estimator adds interactions between the offer instrument and risk set dummies to the list of excluded instruments, leading to an over-identified model with a fully saturated first stage.\footnote{This first stage is saturated because it includes a parameter for each value of $E[D_i | Z_i, R_i]$.} 2SLS with a saturated first stage generates a different weighted average that replaces $\pi_k$ with $\pi_k^2$ in (8), as detailed in Angrist and Imbens (1995). Under constant effects and homoskedasticity of the residuals in (6), 2SLS estimates of this over-identified model are efficient in the sense of yielding the (asymptotically) most precise estimate that can be computed given the information at hand. On the other hand, 2SLS estimates of heavily-overidentified models are likely to be subject to more finite-sample bias than estimates of just-identified models (Andrews et al., 2019; Angrist and Kolesár, 2021).

### Covariate Control

Beyond risk set controls, 2SLS estimators for school quality often incorporate additional covariates describing students’ background. Although not required to eliminate selection bias, non-risk covariates typically increase the precision of 2SLS estimates. A 2SLS setup with covariates is described by:

$$Y_i = \beta D_i + \sum_{k=1}^{K} \delta_k R_{ik} + X_i' \mu + \eta_i, \quad (9)$$

$$D_i = \pi Z_i + \sum_{k=1}^{K} \tau_k R_{ik} + X_i' \psi + v_i. \quad (10)$$

Covariate vector $X_i$ might include applicant demographic characteristics like race, sex, and free-lunch status, as well as baseline test scores measured prior to the lottery in which the applicant participates.

Assuming lottery offers are randomly assigned within risk sets, $Z_i$ and $X_i$ are uncorrelated conditional on assignment risk. This implies the coefficient on $X_i$ should be zero in a regression of $Z_i$ on risk set dummies and $X_i$. Controlling for $X_i$ therefore leaves the 2SLS estimand unchanged. This fact is a version of the Frisch-Waugh-Lovell theorem for 2SLS. To the extent that controlling for $X_i$ reduces the residual variance of outcomes, however, 2SLS estimates of models with $X_i$ included can be expected to be more precise than estimates of models with $X_i$ omitted.
Multiple Schools in a Single Sector

Importantly, the risk set idea extends to analyses of sectors covering more than one school. Suppose the city of Lynn has two KIPP middle schools, KIPP A and KIPP B. Applicants for 5th grade seats may apply to one or both of these charter schools. In a multi-school/single-sector analysis, applicants are coded as having attended KIPP if they enroll in either school; no attempt is made to identify causal effects of KIPP A and B separately. In a single-sector analysis, we pursue a common KIPP treatment effect. Moreover, in this example, the KIPP effect in Lynn is also a charter-school sector effect since Lynn has no non-KIPP charters.

Multi-school scenarios open the door to alternative IV strategies. We might, for example, use two offer dummies as instruments with one for each school. With only one endogenous variable indicating any KIPP attendance, 2SLS estimates are over-identified by two instruments. Each instrument in this case generates distinct assignment risk. Often, however, a just-identified single-instrument estimator is appealing—both for pedagogical reasons, and because models with many instruments (in more elaborate real-world applications) can be subject to finite-sample bias.

The typical just-identified setup uses a single any-offer instrument. With two schools, the any-offer instrument indicates applicants receiving offers from one or both schools; assignment risk is the probability of the union of the two underlying offer events. If, for instance, the A and B lotteries are independent, and if applicant $i$ has risk $p_i(A)$ at school A and $p_i(B)$ at school B, then the risk of a KIPP offer is $p_i(A) + p_i(B) - p_i(A)p_i(B)$. Applicants who apply to only one or the other school have either $p_i(A) = 0$ or $p_i(B) = 0$. When assignment risk takes on three values determined solely by the identities of schools applied to, there are therefore three risk sets. We next section illustrates this scenario in an analysis of Massachusetts urban charter schools.

2.3 Massachusetts Urban Charter Effects

An investigation of Massachusetts urban charter middle school effects highlights key elements of a basic lottery analysis of school effectiveness. The sample used for this purpose is that analyzed in Angrist et al. (2013). The 2SLS setup here includes both risk set controls and baseline (non-risk) covariates. Risk set controls consist of indicators for all combinations of charter schools applied to, separately by application year. The treatment effect of interest is the effect of attending one of Massachusetts urban charter middle schools, mostly in Boston. This investigation compares schools in the urban charter sector to all other public schools, both traditional and charter.

Table 1 reports summary statistics for this sample. Column (2) displays baseline (4th grade) characteristics for 6,038 students applying for fifth- or sixth-grade entry between 2002 and 2011 at one of 9 urban charters with available lottery records. The lottery sample keeps only the earliest recorded application year for each student and excludes applicants receiving guaranteed seats (e.g., applicants with enrolled siblings), resulting in a set of students subject to random lottery admission. For comparison, characteristics of the full
Massachusetts urban school district population over the same period are displayed in column (1).

The summary statistics show some notable differences between lottery applicants and the broader student population. In particular, lottery applicants are more likely to be Black, are less likely to be classified as English language learners, and have somewhat higher baseline test scores. While both groups are below the state average in fourth grade, charter applicants have math and English scores roughly 0.1 standard deviations ($\sigma$) higher than the urban average (here all test scores are normalized to mean zero and standard deviation one in each grade and year for the state of Massachusetts). These differences illustrate the potential for selection into charter attendance, highlighting the value of lottery-based experiments.

**Balance and Attrition**

Two empirical checks probe the validity of the assumptions underlying a lottery-based analysis of school effectiveness. The first is a covariate balance check: with random lottery offers, baseline characteristics of lottery winners and losers should be similar. Column (3) of Table 1 displays coefficients from regressions of fourth-grade characteristics on a lottery offer dummy, defined as an indicator equal to one if a student receives an offer from any charter school, controlling for assignment risk. Students are coded as offered if they received either an offer on lottery day or a later offer while on a waiting list. Distinctions between these offer types are discussed in Section 3.4, below.

Balance coefficient estimates, reported in column (3) of Table 1, show differences between winners and losers that are uniformly small and statistically insignificant, consistent with random assignment of charter offers within risk sets. A joint test of the null hypothesis that all characteristics are balanced fails to reject at conventional levels ($p = 0.69$), similarly building empirical support for Assumption 1A within risk sets.

Even where offers are randomly assigned, a lottery analysis can be compromised by non-random differences in the likelihood of sample attrition for winners and losers. For example, some students may exit the public school system when not offered a charter seat, but attend a charter when offered the opportunity to do so. Such selective attrition can change the composition of lottery winners and losers remaining in the public system, potentially generating selection bias. It’s therefore worth examining differences in followup rates between lottery winners and losers. Selection bias is unlikely to be a problem when followup rates for these two groups are similar (Lee, 2009).

The bottom of Table 1 reports the coefficient from a regression of an indicator for outcome test score availability in the first post-lottery year on an offer indicator, in a model with risk set controls. The overall followup rate in the Angrist et al. (2013) sample is 80.1 percent, with little difference in followup between winners and losers. This suggests attrition is not a major concern in this case. Engberg et al. (2014) and Abdulkadiroğlu et al. (2018) discuss bounds on school lottery treatment effects in cases where differential attrition is worrying.
2SLS Estimates

A well-documented 2SLS analysis reports first-stage estimates as well as 2SLS estimates of the causal effect of interest. The ingredients of a basic charter lottery analysis are laid out in Table 2. The treatment variable here is an indicator for charter attendance in the school year beginning in the fall of the year an application was submitted; the outcome is from tests taken at year’s end (in 5th or 6th grade). Results in the table are from models that include risk-set dummies, student demographic characteristics, and baseline (fourth-grade) math and English scores.

Boston charter offers boost charter enrollment rates by nearly 60 percentage points, a large first stage estimate that can be seen in the first pair of columns in Table 2. Although unsurprising, this result establishes the validity of first-stage Assumption 1B within risk sets. 2SLS estimates, reported in the first row of column (2) in the table, show charter attendance boosts math scores by an impressive $0.45\sigma$. Non-charter students in this sample score $0.32\sigma$ below the state mean. One year in a Boston charter is therefore predicted to boost math achievement to a level above the state average. A corresponding OLS estimate, displayed in column (1), produces a charter coefficient of $0.33\sigma$. Evidently, despite concerns of positive selection bias, the uninstrumented model understates the IV effect. One possible explanation for this is treatment effect heterogeneity, an issue we turn to next.

3 Lottery IV: Implementation Details and Extensions

3.1 Heterogeneous Effects

The causal model motivating Table 2 specifies a constant causal effect of charter attendance, at least within lottery risk sets. In practice, of course, charter effects may differ for different applicants. Individually-varying charter effects are defined by potential outcomes: $\beta_i = Y_i(1) - Y_i(0)$. Different students may likewise respond differently to the offer of a charter seat. A heterogeneous first stage can be described by a set of potential treatments, $D_i(1)$ and $D_i(0)$, indicating i’s charter enrollment status when $Z_i = 1$ and $Z_i = 0$, respectively.

In a world of heterogeneous potential outcomes, IV captures causal effects on charter-lottery compliers. This is formalized by the local average treatment effects (LATE) interpretation of the Wald estimand. Specifically, Imbens and Angrist (1994) and Angrist et al. (1996) show:

$$\beta_{IV} = E[Y_i(1) - Y_i(0)|D_i(1) > D_i(0)].$$

This result is derived assuming independence, exclusion, the existence of a first stage, and monotonicity, defined as follows:

Assumption 2A. Independence/exclusion: $(Y_i(1), Y_i(0), D_i(1), D_i(0)) \perp \perp Z_i$.

Assumption 2B. First stage: $E[D_i|Z_i = 1] > E[D_i|Z_i = 0]$. 
Assumption 2C. Monotonicity: $D_i(1) \geq D_i(0) \forall i$.

Assumption 2A adapts our earlier Assumption 1A to the heterogeneous treatment effects framework, while Assumption 2B aligns with our previous Assumption 1B. The novel requirement is Assumption 2C, which states that the lottery offer instrument must weakly increase charter enrollment for all students (not just on average). This monotonicity restriction seems sensible, since it is hard to imagine a scenario in which lottery wins make attendance less likely.

The LATE Theorem partitions the population of charter applicants. “Never-takers” are students who decline to attend charter schools even when offered, so that $D_i(1) = D_i(0) = 0$. This might be a student whose lottery participation is due to the enthusiasm of a parent rather than their own. “Always-takers” are students who attend charter even without an offer, so that $D_i(1) = D_i(0) = 1$. Students in this category might apply repeatedly or otherwise find a way in. Charter lottery “compliers” are those who attend if and only if they receive offers, implying that $D_i(1) > D_i(0)$ (i.e. $D_i(1) = 1$ and $D_i(0) = 0$). The LATE Theorem implies that $\beta_{IV}$ delivers the average causal effect of charter attendance for compliers. With multiple lotteries, equation (8) implies that 2SLS with risk set controls identifies a weighted average of lottery-specific LATEs. Estimates like those in Table 3 should therefore be interpreted as measuring causal effects for applicants induced to attend charter schools by randomized offers. These effects may be higher or lower than the overall average effect of charters, depending on how compliers compare to others.

3.2 Characterizing Compliers

Complier Covariate Means

Who are charter lottery compliers? Remarkably, while individual compliers are not coded as such in any data set (since we never see $D_i(1)$ and $D_i(0)$ for the same student $i$), complier characteristics can be described. Tools for this are detailed in Abadie (2002, 2003).

Complier analyses build on the fact that, by virtue of Assumption 2C, the population contributing to an IV analysis contains only always-takers, never-takers, and compliers. Moreover, unlike compliers, some always and never-takers are identifiable: students with $D_i = 0$ and $Z_i = 1$ must be never-takers, while those with $D_i = 1$ and $Z_i = 0$ must be always-takers. The other two combinations of $D_i$ and $Z_i$ involve mixtures of compliers and these other groups: the population with $D_i = Z_i = 1$ is a mixture of always-takers and compliers, while the group with $D_i = Z_i = 0$ is a mixture of never-takers and compliers. The relative sizes of the three groups are identified, since the never-taker share is given by the fraction of offers that are declined, the always-taker share is given by the fraction of non-offered students that attend charters, and the complier share equals the size of the first stage. We can therefore back out characteristics of lottery compliers from the mixture distributions combined with the observed information about always and never-takers.

Abadie (2002) implements this logic with a simple 2SLS procedure for characterizing compliers, described

---

6 Assumption 2A combines independence and exclusion, distinct assumptions in the LATE framework.
by:

\[ g(X_i, Y_i) \times 1\{D_i = d\} = \psi_d + \gamma_d 1\{D_i = d\} + \epsilon_{id} , \quad d \in \{0, 1\}. \tag{11} \]

Here \( g(X_i, Y_i) \) is any function of student baseline characteristics \( X_i \) and post-lottery outcomes \( Y_i \). Setting \( d = 1 \) in (11) and (12) means that we are using \( Z_i \) as an instrument for \( D_i \) in an IV procedure with \( g(X_i, Y_i) \) multiplied by \( D_i \) as the outcome. Setting \( d = 0 \) means we use \( Z_i \) to instrument \( (1 - D_i) \) in an equation with \( g(X_i, Y_i)(1 - D_i) \) as the outcome. Under Assumptions 2A, 2B, and 2C (and the maintained assumption that \( Z_i \) is independent of \( X_i \)), Abadie (2002) shows that these unconventional IV procedures recover characteristics of treated and untreated compliers:

\[ \gamma_d = E[g(X_i, Y_i(1)) | D_i(1) > D_i(0)], \quad d \in \{0, 1\}. \]

This result has a number of useful implications and applications. First, by setting \( g(X_i, Y_i) = X_i \), the IV procedure produces the average of any predetermined covariate \( X_i \) for lottery compliers, facilitating comparisons of compliers with other groups on observable dimensions. Note that since \( X_i \) is unaffected by the charter treatment, both IV coefficients \( \gamma_1 \) and \( \gamma_0 \) recover the mean \( X_i \) for compliers in this case, so these two parameters should be equal. Complier characteristics can be summarized by reporting an estimate of either parameter, or an average of the two estimates. It is straightforward to show that the difference between these two estimates is proportional to the difference in \( X_i \) by offer status used as a balance check in Table 1. We can therefore think of such balance checks as equivalently checking covariate balance across treatment and control groups in the hidden complier RCT embedded in a lottery with partial compliance.

Table 3 illustrates this method for the Angrist et al. (2013) Massachusetts urban charter applicant sample. Columns (1) and (2) show the two available estimates of complier means in the untreated and treated states for a list of baseline characteristics. These results come from 2SLS estimation of (11) and (12) augmented with additive risk set controls; per equation (8), we can interpret the estimates as weighted averages of risk set-specific complier means. As expected given the balance checks in Table 1, the treated and untreated complier estimates are very similar for all characteristics. Column (3) shows a more efficient single estimate of each complier mean, constructed by stacking the data for the two systems in (11) and (12) and conducting 2SLS estimation imposing a common coefficient \( \gamma \) across equations, clustering standard errors by student.\(^7\)

Columns (4) and (5) of Table 3 present mean characteristics for always and never-takers for the purposes of comparison with the compliers. As noted above, characteristics of these groups can be computed based on the \((D_i = 1, Z_i = 0)\) and \((D_i = 0, Z_i = 1)\) cells of data, respectively. For comparability with the 2SLS weighting used to compute complier means, we estimate always-taker means by regressing \( X_i D_i (1 - Z_i) \) on

\(^7\)In principle an even more efficient estimate of the complier mean could be formed by conducting three-stage least squares (3SLS) estimation of the stacked system, exploiting the covariance structure across equations (Zellner and Theil, 1962).
\[ D_i(1 - Z_i) \] with additive risk set controls, and we estimate never-taker means by regressing \( X_i(1 - D_i)Z_i \) on \( (1 - D_i)Z_i \) with risk set controls. These procedures automate aggregation across risk sets with regression-based weights, as with the IV estimands in columns (1)-(3).

The comparisons in Table 3 reveal differences between behavioral response types for Massachusetts urban charter lotteries. Compliers are less likely to be Black and more likely to be white or Hispanic than always- or never-takers, and are more likely to be classified as English language learners. Always-takers are the lowest-achieving group as measured by baseline test scores. As discussed further in Section 3.7, complier characteristics provide a partial guide to the external validity of a set of lottery-based IV estimates.

### Complier Potential Outcome Distributions

A second application of the Abadie (2002) method produces marginal potential outcome distributions for compliers.\(^8\) By setting \( g(X, Y) = Y \) and \( d = 1 \) in equations (11) and (12), we obtain an IV coefficient \( \gamma_1 \) equal to the complier average of the charter outcome \( Y_i(1) \). Similarly, setting \( g(X, Y) = Y \) and \( d = 0 \) gives a \( \gamma_0 \) equal to the complier mean of the non-charter outcome \( Y_i(0) \). This demonstrates that the levels of mean potential outcomes are identified for compliers, not just the difference between them (i.e. the LATE). These mean potential outcomes can be compared to the mean \( Y_i(0) \) for never-takers and mean \( Y_i(1) \) for always-takers, which are directly observed. Such comparisons serve as the basis for tests for selection into treatment (Angrist, 2004), and as inputs into parametric modeling approaches that extrapolate from LATE to predict other treatment effect parameters (Brinch et al., 2017; Kline and Walters, 2019).

In fact, the full marginal distributions of both potential outcomes are identified for compliers—not just the means. By setting \( g(X, Y) = 1 \{ Y_i \leq y \} \) for a constant \( y \) and each value of \( d \), we obtain the complier cumulative distribution functions of \( Y_i(1) \) and \( Y_i(0) \) evaluated at \( y \).\(^9\) This in turn implies that quantile treatment effects (QTEs) are identified for compliers. Complier QTEs can be computed either by inverting the complier CDFs or via weighted quantile regression, an approach detailed in Abadie et al. (2002).

Densities are often easier to interpret than CDFs, especially in a graphical analysis. Complier densities at a point \( y \) can be estimated by setting \( g(X, Y) = \frac{1}{h} K \left( \frac{x - y}{h} \right) \) in equation (11), where \( K(\cdot) \) is a symmetric kernel function maximized at zero and \( h \) is a bandwidth that shrinks to zero asymptotically. Estimating equations (11) and (12) with this choice of \( g(\cdot) \) produces estimates of complier potential outcome densities evaluated at \( y \). In an application to private school voucher lotteries, Abdulkadiroğlu et al. (2018) propose a bandwidth selection procedure that adapts Silverman (1986)’s rule-of-thumb approach to yield a bandwidth appropriate for complier density estimation.\(^10\)

---

\(^8\)The joint distribution of complier treatment effects \( Y_i(1) - Y_i(0) \) is generally not point identified. Frandsen and Lefgren (2021) show how bounds on this joint distribution can nevertheless be formed using charter lotteries.

\(^9\)Complier potential outcome CDFs obtained this way need not be weakly increasing. Decreasing CDFs signal a violation of the underlying independence, exclusion, or monotonicity assumptions. Huber and Mellace (2015) and Kitagawa (2015) use this idea to test instrument validity.

\(^10\)Silverman’s rule-of-thumb for a Gaussian kernel \( K(\cdot) \) sets \( h = 1.06 \times N^{-1/5} \sigma \), where \( N \) is the sample size and \( \sigma \) is the standard deviation of the outcome. Abdulkadiroğlu et al. (2018) plug in consistent estimates of these quantities for compliers, estimating the number of compliers as the first stage times the total sample size and the first two moments of complier potential outcomes by setting \( g(X, Y_i) = Y_i \) and \( g(X, Y_i) = Y_i^2 \), in equation (11).
Figure 1 illustrates this complier density estimation technique for the Angrist et al. (2013) Massachusetts urban charter applicant sample. A notable result in Angrist et al. (2013) is that urban charters generate much larger test score gains for non-white students than for white students, reducing racial achievement gaps. Figure 1 reports complier math score densities separately for white and Black students, with the density of $Y_i(0)$ on the left and $Y_i(1)$ on the right. These results come from 2SLS estimation of equations (11) and (12) with risk set controls added to each equation. By equation (8), the estimates capture weighted averages of within-risk-set complier densities. The top panel shows densities of baseline scores from the year prior to the lottery. As expected, score distributions are similar for treated and control compliers at baseline. The densities of baseline scores for Black students are shifted left relative to those of white students, indicating a large racial achievement gap. A bootstrap Kolmogorov-Smirnov (KS) test rejects racial equality of baseline score distributions for both untreated and treated compliers ($p < 0.01$).\textsuperscript{11}

The subsequent panels of Figure 1 demonstrate that urban charter attendance eliminates the racial achievement gap for lottery compliers. The treated densities on the right reveal a marked convergence of the Black distribution toward the white distribution after the lottery, so that these two distributions are virtually indistinguishable by seventh grade. The KS test fails to reject equality of $Y_i(1)$ distributions for Black and white compliers ($p = 0.94$) in this grade. In contrast, the distributions on the left show a persistent achievement gap for compliers randomized into traditional public schools. The racial gap in $Y_i(0)$ distributions in seventh grade is similar to the gap at baseline, and racial equality of the non-treated outcome distributions is rejected ($p < 0.01$).

## 3.3 Multiple Years

The analysis above is limited to outcomes in a single post-lottery grade, with a treatment variable that measures school attendance in the year following the lottery. When outcomes are available for more than one grade, they can be combined in a pooled analysis. A 2SLS setup that stacks grades can be described by:

\[
Y_{ig} = \beta D_{ig} + \sum_{k=1}^{K} \delta_k R_{ik} + X_{ig}' \mu + \eta_{ig},
\]

\[
D_{ig} = \pi Z_i + \sum_{k=1}^{K} \tau_k R_{ik} + X_{ig}' \psi + \upsilon_{ig},
\]

where $Y_{ig}$ is student $i$’s outcome in grade $g$ and covariate vector $X_{ig}$ includes grade and calendar year effects along with other baseline characteristics. Since assignment risk is fixed for a given student regardless of grade observed, risk controls needn’t vary by grade.

Multi-grade models typically introduce a grade-varying treatment to reflect exposure to schools or sectors of interest. The Abdulkadiroğlu et al. (2011) and Angrist et al. (2013) charter-school studies implement this. Specifically, endogenous variable $D_{ig}$ is defined as years enrolled in charter between the lottery and grade.

\textsuperscript{11}See the figure notes for details on this testing procedure.
in which an outcome is observed. This adjusts for differences in exposure due to reapplication or dropout, under the assumption that we need only know total time enrolled in a charter to satisfy the relevant exclusion restriction. We assume away, for instance, differences in timing details such as which particular grades were attended at a charter. Assuming total duration of school attendance mediates the effects of the offer, the 2SLS estimand in equation (13) captures an Average Causal Response (ACR) of the sort defined in Angrist and Imbens (1995). ACR generalizes LATE to the case of treatments with variable intensity. In this case the ACR measures a weighted average of per-year impacts of school attendance for students whose enrollment choices are shifted by the lottery offer.

Estimates generated by a stacked multi-grade setup for Massachusetts urban charter applicants appear in columns (3)-(6) of Table 2. These estimates were computed by adding post-lottery outcomes through eighth grade to the first-year sample. The estimate in column (4) use the same dummy endogenous variable as the single-year analysis. The 2SLS estimate of $0.58\sigma$ exceeds that in column (2), but the magnitude of this estimate is complicated by the fact that applicants experience up to four years of charter attendance. The estimates in column (6) were computed using years of exposure as the endogenous variable. The first stage for this specification is slightly greater than one, while the resulting ACR estimate is $0.31\sigma$, implying—on average across grades and lotteries—each year of charter enrollment boosts math scores by roughly one-third of a standard deviation for compliers. As in the single-grade analysis, OLS estimates in columns (3) and (5) are positive but smaller than corresponding 2SLS estimates, suggesting a modest downward bias in regression-adjusted comparisons of charter and non-charter students.

### 3.4 Coding Lottery Offer Instruments

We have so far ignored matters of timing. In practice, lottery-admitting schools often make a first round of initial offers, with students not initially offered a seat placed on a waiting list with students ordered by lottery number. As some initial offers are declined, offers are made down the waiting list. Information on initial and waitlist offers can be used to construct multiple instruments for charter enrollment.

A natural two-instrument strategy combines an initial offer dummy with a dummy indicating waitlist offers using 2SLS. Since take-up for initial and waitlist offers may differ (if, for example, waitlisted students enroll elsewhere before receiving an offer), over-identified 2SLS may generate more precise estimates than a just-identified model using a single offer dummy. The Abdulkadiroğlu et al. (2011) analysis of Boston charter schools shows modest efficiency gains from a two-instrument setup. It’s worth noting, however, that the LATE interpretation of over-identified 2SLS estimates requires a stronger monotonicity assumption than that typically invoked with single-instrument IV (Mogstad et al., 2021).

de Chaisemartin and Behaghel (2020) discuss use of waitlist instruments in settings with few students per lottery. When schools target class size, instruments constructed from waitlist offers in lotteries with few applicants can be correlated with potential outcomes. This problem arises from the fact that with a class size target, the last student who receives an offer must be a complier, resulting in over-representation of
compliers among offered students. \textit{de Chaisemartin and Behaghel (2020)} propose a weighted IV estimator that ameliorates the bias in IV estimates using waitlist offers. Initial offer instruments also circumvent this problem by using a pre-determined offer cutoff that does not depend on takeup.

In principle, data on randomly-ordered lottery lists can be used to construct more precise estimates while avoiding the use of realized waitlist offers. Let $L_i$ denote the order assigned to applicant $i$ in a charter lottery, where applicants are randomly ordered from $\{1, ..., L\}$. An initial offer instrument is an indicator for $L_i$ below a fixed cutoff $C$. More generally, the efficient function of $L_i$ to use as instrument is the expected charter enrollment rate at each lottery number, which can be computed given a model for offer takeup. Suppose, for instance, that a school plans to make offers until it enrolls a class size of $C$ students, that offer take-up is independent across students, and that there are no always-takers. Then the total number of offers equals $C$ plus a negative binomial random variable with $C$ successes and success probability equal to the offer take-up rate, $\pi$. This implies the likelihood that a student at lottery list position $L_i = \ell$ ultimately enrolls in this charter school is:

$$Pr[D_i = 1|L_i = \ell] = \pi \times \left[1 - 1\{\ell > C\} \left(1 - \int_0^\pi u^{\ell-C-1}(1-u)^{C-1}du \times (\ell - 1)!\right)\right].$$

This formula reveals that a student with $L_i \leq C$ is assured of getting an offer, in which case the probability of attendance is the compliance rate $\pi$; for students with $L_i > C$, the second factor captures the probability that at least one seat remains to be offered at their position on the wait-list. We have yet to see this optimal IV approach applied to lottery quasi-experiments. In practice, problems with the use of waitlist offers are likely to matter little when lottery sizes are large.

### 3.5 Multi-Sector Models

The lottery framework extends to models and methods that capture multiple sector effects in one go. We might be interested, for example, in distinguishing the effects of KIPP charter schools from those of schools belonging to other networks. After introducing the multi-sector framework, Section 4 outlines methods that exploit centralized, algorithmic assignment for identification and estimation of sector effects. Section 5 extends this with an overview of value-added models that allow distinct causal effects for each of many schools, without regard to sector. While similar in broad strokes, each area of analysis raises unique conceptual and implementation challenges.

**Counterfactual Destinies for Lottery Compliers**

The analysis of urban charters sketched in Section 2.3 raises an important conceptual question: “compared to what?” Among applicants to schools in a particular charter sector, lottery losers might attend traditional public schools, charters belonging to another sector, or one of a number of exam schools, to name a few alternative sectors. It’s helpful, therefore, to characterize the distribution of enrollment across sectors to be
compared. As in Abdulkadiroğlu et al. (2014) and Chabrier et al. (2016), we refer to this as the distribution of counterfactual destinies.\footnote{See Kline and Walters (2016) and Feller et al. (2016) for analyses of counterfactual destinies in the context of early-childhood programs.}

Data from the Cohodes et al. (2021) study of new and veteran charter campuses in Boston illustrate the destinies idea. This analysis estimates and compares effects of newly-opened charters (in the wake of a 2010 ballot initiative lifting the Boston charter cap) with effects of older schools. In Massachusetts charter school vernacular, schools allowed to open new campuses are said to be “proven providers,” while new schools associated with these are “expansion campuses.” The analysis here also consider effects of other charters, unaffected by expansion, and pilot schools, a Boston charter alternative.

Table 4 summarizes counterfactual destinies for compliers among applicants to each of these charter school types in the post-reform period. These estimates are computed via 2SLS estimation of equations (11) and (12) with $d = 0$ for applicants to a particular charter type, coding $Z_i$ and $D_i$ based on offers and enrollment at that charter type, and setting $g(\cdot)$ equal to an indicator for an enrollment in a specific sector (controlling for risk sets, as always). Column (1) shows that while 53% of compliers who do not receive a lottery offer at parent campuses attend traditional public schools, another 27% enroll at expansion campuses. Similarly, among compliers in lotteries for other charters (neither parents nor expansions), 23% of lottery losers end up enrolled at an expansion charter. In contrast, column (3) shows few untreated compliers in expansion charter lotteries enroll in other charter types, so the counterfactual for this group is composed primarily of BPS district schools (either traditional public schools or pilots). These results thus establish the importance of understanding the composition of the counterfactual for interpreting lottery results at each charter type.

**Multi-Sector 2SLS**

The counterfactual attendance patterns documented in Table 4 motivate an analysis of multiple school sectors in a unified framework, rather than contrasting single sectors against a composite counterfactual as in Section 2.3. We initially approach this with a constant-effects causal model that describes the consequences of attending one of several different school types.

Suppose each student in a district attends a school in one of $S$ sectors numbered from 0 to $S$, with sector 0 representing traditional public schools. We define a mutually exclusive and exhaustive set of dummy variables to represent enrollment in each sector, with $D_{is} \in \{0,1\}$ indicating attendance in sector $s$ and $\sum_{s=0}^{S} D_{is} = 1$ for each student. A causal model with sector-specific effects is then given by:

$$Y_i = \mu + \sum_{s=1}^{S} \beta_s D_{is} + \varepsilon_i.$$  

The parameter $\beta_s$ measures the effect of attending a school in sector $s$ relative to the omitted sector of
traditional public schools. As before $\varepsilon_i$ represents unobserved student heterogeneity that may be related to sector enrollment choices.

Now suppose we have a set of lotteries for enrollment in each sector. As in Section 2, assume there are $K$ mutually exclusive lottery groups and let $R_{ik} = 1$ indicate that student $i$ participates in lottery $k$. These lottery groups should be viewed as corresponding to all combinations of school-specific lotteries that a student might enter. Let $Z_{is}$ denote an indicator equal to one if student $i$ receives at least one offer from a school in sector $s$. Note that when students can apply to multiple lotteries, the $Z_{is}$ are not necessarily mutually exclusive, as students may receive offers from multiple sectors. Extending equations (9) and (10) to the multi-sector setting results in the following system of equations with multiple endogenous variables:

$$Y_i = \sum_{s=1}^{S} \beta_s D_{is} + \sum_{k=1}^{K} \delta_k R_{ik} + X_i'\mu + \eta_i,$$

$$D_{is} = \sum_{m=1}^{S} \pi_{ms} Z_{im} + \sum_{k=1}^{K} \tau_{ks} R_{ik} + X_i'\psi_s + \upsilon_{is}, \quad s \in \{1, ..., S\}. \tag{16}$$

Paralleling Section 2, we can view the $\delta_k$ and $\mu$ in (15) as coefficients from a projection of $\mu + \varepsilon_i$ on risk set indicators and covariates, and the $S$ first stage equations defined in (16) are projections of the sector attendance indicators on lottery offers along with risk sets and covariates. Two-stage least squares estimation proceeds by fitting each first stage equation by OLS, then running (15) by OLS after substituting in first-stage predicted values $\hat{D}_{is}$. By a simple extension of the above, this 2SLS procedure will recover consistent estimates of the sector effects $\beta_s$ provided the offers $Z_{is}$ are independent of ability $\eta_i$ within risk sets and induce sufficient attendance variation for each sector. It is straightforward to extend this setup to stack outcomes across multiple grades as in Section 3.3.

Table 5 reproduces Cohodes et al. (2021)’s estimates of the effects of several Boston charter school types on math scores. This analysis treats parent campuses, expansion campuses, and other non-expansion charters as separate sectors, and also distinguishes between attendance before and after the expansion reform. Following the approach described in Section 3.3, the analysis stacks scores from all observed post-lottery grades for lottery applicants, and codes the endogenous variables $D_{is}$ as the number of years spent in each sector. The instruments are indicators for initial and waitlist offers to each sector type, as described in Section 3.4, and the model controls for risk set indicators for the intersection of all school-by-year specific admission lotteries.

2SLS estimates of this multi-sector model show substantial treatment effects of attendance at both parent and expansion campuses on the order of one-third of a standard deviation per year. The effects of parent campuses are similar before and after the expansion reform, suggesting that parent schools’ effectiveness was not diluted by expansion to new locations. Effects of other non-expansion charters are positive but smaller than those of the parents selected for expansion, indicating that the state of Massachusetts designated more effective schools for expansion. The inclusion of each of these charter types in a single 2SLS model means we can interpret the impact of each as relative to the same traditional Boston public schools benchmark.
Two additional features of this multi-sector approach are of note. First, multi-sector models like (15) generally rely on the assumption of constant effects of each sector across students. The LATE result of Imbens and Angrist (1994) does not apply to models with multiple endogenous variables, and in general a causal interpretation of 2SLS estimates from such models requires strong restrictions on either effect heterogeneity or behavioral responses to the instruments (Behaghel et al., 2013; Kirkeboen et al., 2016; Bhuller and Sigstad, 2022). Second, and similarly, the multi-sector model described here treats all schools within the same sector as equally effective. Heterogeneity in school quality within sectors complicates the interpretation of the estimates and creates the potential for exclusion restriction violations. For example, a student who switches from one expansion charter to another in response to a change in lottery offers experiences no change in the endogenous variables in equation (15), but may experience a change in scores if the two schools are of differing quality, thereby violating exclusion. Note that this sort of exclusion violation is a potential issue even for single-sector evaluations that code treatment as attendance at any charter in the sector, including charters without lotteries.

These issues motivate an approach that extends the sector model further to allow each individual school to have its own causal “value-added.” However, the lottery methods described so far cannot be straightforwardly applied to such a model if only a subset of schools hold oversubscribed lotteries, because lotteries do not generate enough instruments to identify the effects of all schools. We return to the topics of individual school value-added and lottery undersubscription in Section 5.

3.6 Admission Discontinuities as Local Lotteries

A closely-related research design to the lottery methods described above leverages discontinuities in admissions rules based on admission tests or other criteria. For example, highly-selective exam schools in Boston, New York, and elsewhere require an admission test and admit students with a high enough score. We can view randomized lotteries as a special case of this sort of admission rule with a randomly-assigned admission score—as discussed in Section 3.4, lottery offers are distributed to students whose positions on a randomly-ordered list fall below a threshold. When the admission score is not randomly assigned, students above and below the admission threshold will not generally be comparable. This problem is solved with regression discontinuity (RD) methods that zero-in on a small neighborhood of the admission threshold, isolating comparisons of similar students who end up just above or below the threshold by chance.\(^{13}\)

We introduce the admission RD approach by returning to the potential outcomes model of Section 3.1, this time describing the effects of exam school attendance. Let \(Y_i(1)\) and \(Y_i(0)\) denote student \(i\)'s outcomes if she attends an exam school or a traditional public school, and let \(D_i(1)\) and \(D_i(0)\) represent \(i\)'s attendance choices with and without an exam school admission offer. Instead of being randomly assigned as in the

charter lottery context, the exam offer $Z_i$ is assigned based on a cutoff $c$ in an observed test score $T_i$: 

$$Z_i = 1\{T_i \geq c}\}. $$

We suppose that potential outcomes satisfy the following assumptions:

**Assumption 3A.** *Mean potential outcomes are smooth across the threshold:* 

$$\lim_{t \to c^-} E[Y_i(d)|T_i = t] = \lim_{t \to c^+} E[Y_i(d)|T_i = t]$$

and 

$$\lim_{t \to c^-} E[D_i(z)|T_i = t] = \lim_{t \to c^+} E[D_i(z)|T_i = t]$$

for $(d, z) \in \{0, 1\}^2$.

**Assumption 3B.** *Crossing the threshold increases enrollment:* 

$$\lim_{t \to c^+} E[D_i|T_i = t] > \lim_{t \to c^-} E[D_i|T_i = t].$$

**Assumption 3C.** *Local monotonicity:* 

$$\Pr[D_i(1) \geq D_i(0)|T_i = c] = 1.$$

These three assumptions are local versions of Assumptions 2A, 2B and 2C, applying only to students with scores in the immediate neighborhood of the admission threshold. The smoothness condition in Assumption 3A requires that students cannot precisely manipulate their scores in relation to the threshold, so that those just above and just below are similar in expectation. Under these conditions we can think of the admission threshold as defining a local randomized lottery for students with $T_i$ close to $c$, and apply the lottery-based methods introduced earlier to this subpopulation. This idea is in keeping with recent work analyzing RD designs as local randomized trials (Cattaneo et al., 2016).

Under Assumptions 3A, 3B, 3C, a local version of the Wald ratio identifies the LATE for compliers at the admission threshold. Specifically, we have

$$\beta_{RD} \equiv \frac{\lim_{t \to c^+} E[Y_i|T_i = t] - \lim_{t \to c^-} E[Y_i|T_i = t]}{\lim_{t \to c^+} E[D_i|T_i = t] - \lim_{t \to c^-} E[D_i|T_i = t]} = E[Y_i(1) - Y_i(0)|D_i(1) > D_i(0), T_i = c].$$

This expression can be seen as using the threshold indicator $Z_i$ as an instrument for exam school enrollment $D_i$ in the neighborhood of the threshold $c$.

Empirical implementation of the admission discontinuity design adapts the basic lottery 2SLS approach of Section 2 to the local lottery experiment. Here, risk control involves the admission test score, $T_i$, known in RD vernacular as a running variable. Applicants with running variable values far from the cutoff have degenerate risk: they are either treated or not with probability one. Applicants with running variable values close to the cutoff may or may not clear it.

The simplest risk control strategy in this setting is parametric: polynomial functions of the running variable included as covariates adjust for the relationship between running variables and outcomes in the absence of treatment. In practice, however, a nonparametric strategy that looks only at applicants near the relevant cutoffs is often more convincing. Formal motivation for the local or nonparametric approach comes from the fact that, in a limiting sense made precise in Abdulkadiroğlu et al. (2021), the limiting probability of being offered a seat equals one-half in a shrinking bandwidth or interval around the cutoff.
Parametric and nonparametric RD estimation strategies can be described by the following 2SLS setup:

\[ Y_i = \mu + \beta D_i + (1 - Z_i)f(T_i - c; \delta_0) + Z_i f(T_i - c; \delta_1) + \eta_i, \]  
\[ D_i = \psi + \pi Z_i + (1 - Z_i)f(T_i - c; \tau_0) + Z_i f(T_i - c; \tau_1) + \upsilon_i. \]  

These equations replace the risk set indicators in (6) and (7) with a smooth function of the running variable \( f(t; \delta) \) with parameter \( \delta \), satisfying \( f(0; \delta) = 0 \). In practice this function is typically a polynomial, so that \( f(t; \delta) = \sum_{k=1}^{K} \delta_k t^k \). The parameters determining the polynomial coefficients are allowed to differ on each side of the threshold and in the first and second stage equations.

Parametric RD strategies use all or most of the sample of interest to compute 2SLS estimates of this model, usually with flexible running variable controls. Nonparametric RD downweights or removes observations farther from the cutoff and uses a less flexible running variable control (typically linear). The latter requires a choice of bandwidth to determine the sample size and weights to use in nonparametric estimation. The problem of how best to choose the bandwidth has stimulated substantial and ongoing theoretical work (see, e.g., Imbens and Kalyanaraman (2011) and Calonico et al. (2014)).

Figure 2, taken from Abdulkadiroğlu et al. (2014), plots RD first-stage and reduced form relations for New York City (NYC)’s highly selective exam schools. Panel A shows NYC exam school enrollment rates for applicants to three exam schools, Brooklyn Tech, Bronx Science, and Stuyvesant, as a function of the distance of a student’s admission score to each school’s admission cutoff. The figure reveals large jumps in enrollment across the cutoff, indicating a strong first stage for exam school attendance. Panel B shows corresponding reduced form impacts on Regents math standardized test scores. Regents scores are smooth through exam school admission cutoffs, revealing that exam school attendance has no impact on test scores for compliers. These zero impacts occur in spite of enormous differences in the level of achievement between exam and traditional public schools. This illustrates the power of discontinuity-based experiments to distinguish causal effects from selection bias.

### 3.7 External Validity

The results of this section demonstrate that lottery-based research designs identify average treatment effects for compliers, a well-defined and interpretable subpopulation. Lottery-based estimates are also relevant for evaluating certain policy reforms. Kline and Walters (2016) show that absent externalities and spillovers the LATE is the policy-relevant parameter for a marginal increase in the number of available seats among lottery applicants. It is often of interest to ask whether the external validity of the lottery LATE extends to other subpopulations or policy changes. At least four forms of external validity are worth considering.\(^{14}\)

First, among lottery applicants, effects for lottery compliers may differ from effects for always-takers and never-takers. While treatment effects for these other groups of applicants are not identified, the methods of

---

\(^{14}\)See List (2021) and List et al. (2021) for related discussion of external validity and scaling of education programs.
Section 3.2 can be used to assess whether their observed characteristics or levels of potential outcomes differ from those of compliers. This kind of analysis can provide a sense of whether compliers are representative of the full population of applicants. It’s worth noting that in many school lotteries always-takers may be rare or absent, since it may be difficult for students to enroll in a school without receiving an offer. With such one-sided non-compliance LATE is equal to the effect of treatment on the treated (TOT) among applicants, a traditional target parameter in the program evaluation literature (Bloom, 1984).

Second, effects for lottery applicants may differ from effects for students who choose not to apply to the lottery. Table 1 showed that characteristics of applicants and non-applicants differ in the Massachusetts urban charter example, suggesting that treatment effects may differ as well. To extrapolate to the population of non-applicants, it is useful to leverage other sorts of experiments that shift the composition of the lottery applicant pool. In one such application to Boston charter schools, Walters (2018) combines instruments based on distance to charter schools with randomized lotteries in a generalized Roy model framework (Roy, 1951; Eisenhauer et al., 2015). Intuitively, since students in the immediate neighborhood of a charter school are more likely to apply, those who apply from close by are less selected than those who apply from far away. Under the assumption that distance is as good as randomly assigned conditional on other observed characteristics, variation in the lottery LATE by distance can therefore be used to tease out the relationship between the propensity to apply and treatment effects. The results of Walters (2018) suggest that charter applicants are negatively selected on achievement gains, so that treatment effects may be even larger if charter schooling is expanded to new populations. Consistent with this finding, Cohodes et al. (2021) show that Boston charters continued to produce large achievement gains after a reform that resulted in an applicant pool more representative of Boston as a whole. Along similar lines, Abdulkadirouglu et al. (2016) combine lottery records with an alternative research design based on charter takeovers of traditional public schools to show similar effects for lottery applicants and students “grandfathered” into charter schools.

Third, schools where lottery records are available may differ from non-lottery schools. For example, popular schools with more applicants than seats may be more effective than less popular schools, or schools with the administrative capacity to retain organized lottery records may be more effective. Non-experimental estimates reported in Abdulkadirouglu et al. (2011) and Angrist et al. (2013) suggest that oversubscribed charter schools in Massachusetts are more effective than schools without lotteries, and Baude et al. (2020) show that more effective charter schools gain market share over time in Texas. On the other hand, Abdulkadirouglu et al. (2018) report that private schools with declining enrollment are more likely to opt into a lotteried voucher program, and Abdulkadirouglu et al. (2020) show that school popularity is weakly related to school effectiveness among New York City high schools. Abdulkadirouglu et al. (2014) and Dobbie and Fryer (2014) show limited effects of highly-sought-after exam schools in Boston and New York. It’s therefore not clear that we should expect oversubscribed schools to be more effective in general.

Finally, the presence of lotteried school choice programs in education markets may generate spillover

---

15 This idea is a version of the “site selection bias” studied by Allcott (2015).
effects on students in other schools through competition or other channels. In this case lotteries can measure internally-valid partial equilibrium impacts on applicants but may miss broader general equilibrium effects. Identifying such spillover effects generally requires alternative research designs derived from variation in market structure rather than variation in enrollment opportunities at the student level. Examples of studies in this mold include Figlio and Hart (2014), Gilraine et al. (2021), and Campos and Kearns (2022).

4 Centralized Assignment

4.1 Deferred Acceptance with Single Tie-breaking

Many urban school districts implement district-wide choice using algorithms for centralized assignment. Like the decentralized school admissions lotteries discussed above, many centralized assignment systems incorporate an element of randomness to break ties between students with otherwise identical match criteria. Unlike simple school lotteries, however, the nature of the underlying risk sets in a centralized match is typically shrouded by a seemingly elaborate iterative process. Abdulkadiroğlu et al. (2017) and Abdulkadiroğlu et al. (2021) show how to isolate the random variation in centralized assignment algorithms and how to use this variation to estimate causal effects.

The celebrated Gale and Shapley (1962) deferred acceptance (DA) algorithm is the most widely used for school assignment. To sketch this mechanism, consider a set of $N$ applicants (indexed by $i$) applying to a set of $J$ schools (indexed by $j$) with fixed capacities. Applicants submit rank-ordered lists of preferences over schools, defining a set of partial preference orderings denoted by $\succ_i$. Applicants are also given priorities at each school (e.g. those with an enrolled sibling may be highest priority, for instance, followed by applicants who live nearby), denoted by $\phi_{ij} \in \{1, \ldots, P, \infty\}$ where $\phi_{ij} < \phi_{kj}$ means school $j$ prioritizes applicant $i$ over applicant $k$. The applicant’s type is defined as $\theta_i = (\succ_i, \phi_i)$, where $\phi_i = (\phi_{i1}, \ldots, \phi_{iJ})$ collects her priorities over all schools; types are collected in $\theta = (\theta_1, \ldots, \theta_N)$. Since priorities are coarse (i.e. there are fewer priority categories than students) student types are further augmented with a set of random tie-breaking numbers $g = (g_1, \ldots, g_N)$ with $g_i \mid \theta \sim U(0, 1)$. Each student’s augmented priority is given by $\tilde{\phi}_{ij} = \phi_{ij} + g_i$.

The DA mechanism takes as inputs $(g, \theta)$ and computes student assignments using the following algorithm:

- **Step 0:** Each applicant applies to her most preferred school according to $\succ_i$. Each school ranks these applicants by the augmented priority $\tilde{\phi}_{ij}$ and provisionally admits the highest-ranked applicants up to its capacity. All other applicants are rejected.

- **Step $k > 0$:** Each applicant rejected in step $k - 1$ applies to her next most preferred school. Each

\footnote{Cities with centralized school assignment systems include Baltimore, Boston, Cambridge Massachusetts, Camden New Jersey, Chicago, Denver, Indianapolis, Minneapolis, Newark, New York City, New Orleans, Oakland, San Francisco, Seattle, Tulsa, and Washington D.C. Centralized assignment is also widespread and growing globally, with 51 countries using it at either the primary or secondary level as of 2020 (see https://www.ccas-project.org/).}

\footnote{The economic field of *market design* encompasses the study and use of matching tools like Gale-Shapley. Abdulkadiroğlu and Andersson (2022) reviews the market design approach to school choice.}
school ranks (by $\tilde{\phi}_{ij}$) these new applicants along with applicants it admitted in step $k - 1$. From this pool each school provisionally admits the highest-ranked applicants up to capacity, rejecting the rest. DA terminates when there are no new applicants, returning a set of assignments, $Z = (Z_1, \ldots, Z_N)$, where $Z_i = j$ indicates assignment of student $i$ to school $j$.$^{18}$

At a high level, the DA mechanism with single tie-breaking yields a function $M(\cdot)$ from the set of capacities, student types, and lottery numbers to the set of school assignments: $M(g, \theta) = Z$. As with the simple lottery instruments above, the centralized assignments $Z_i$ are likely affected by the random variation in $g$: students with lower $g$ are more likely to be assigned to a preferable school, all else equal. But unlike simple lotteries there is now a complex translation of this randomness into assignments, $M(\cdot, \theta)$, which depends on the full vector of non-random student types. Students with higher priorities and/or certain preferences are more likely to be assigned to certain schools, regardless of of the tie-breaker they draw. Conditional on applicant type, school offers are ignorable: DA’s equal-treatment-of-equals property ensures applicants with the same $\theta_i$ have identical school assignment probabilities. As Abdulkadiroğlu et al. (2017) show, however, in large districts such conditioning is impractical since there are almost as many types as students. DA in a high-dimensional scenario generates little useful variation conditional on type.

The Abdulkadiroğlu et al. (2017) solution to this problem leverages the Rosenbaum and Rubin (1983) propensity score, defined as the strata-conditional probability of treatment in a stratified RCT. In a DA match with lottery tie-breaking, treatments are indicated by dummies $Z_{ij} = 1\{Z_i = j\}$. The relevant propensity scores are the set of probabilities $p_{ij} \equiv E(Z_i | \theta)$, each a scalar function of the high-dimensional list of student preferences and priorities. The Rosenbaum and Rubin (1983) propensity-score theorem implies that in an experiment that randomizes treatment conditional on $\theta$, control for $p_{ij}$ eliminates any OVB arising from the relationship between $\theta$ and potential outcomes. In other words, the set of $p_{ij}$ can be used to identify the risk sets induced by centralized assignment.

4.2 Theoretical and Simulated Propensity Scores

In general, the DA propensity score is an unknown function of type. But Abdulkadiroğlu et al. (2017) derive a large-market approximations to the DA propensity score that’s easily computed given data on student preferences and priorities. Specifically, Abdulkadiroğlu et al. (2017) derive formulas for centralized assignment propensity scores in a continuum economy with a unit mass of students applying to a finite number of schools. Scores for the continuum economy, which are easily computed, approximate finite-market scores remarkably well, and are typically accurate enough to support using $Z_{ij}$ to estimate causal effects.

The large-market approximation works by defining school-specific cutoffs, defined as the last lottery number seated at each school. In the continuum economy, cutoffs are non-random, so each applicant’s
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$^{18}$The DA assignment is stable in the sense of there being no pair of matched students and schools which would prefer to swap assignments (a “blocking pair”). When students can rank all schools DA is also strategy-proof, in that students have nothing to gain from misreporting their preferences. See Roth and Sotomayor (1990) for a review of these and related concepts.
assignment rate is determined solely by the relevant cutoffs (determined by his or her priorities) and by tie-breaker variation around cutoffs. Applicant assignments conditional on type are independent of one another, a further simplification. The resulting large-market DA propensity score partitions applicants into three groups at each school: applicants who are always, never, and conditionally seated at the school, depending on where their priority for seats falls relative to the school’s priority cutoff.\footnote{For never seated applicants \( p_{ij} = 0 \), while for always seated applicants \( p_{ij} \) equals the probability that \( i \) is not assigned a school she prefers to \( j \). For conditionally seated applicants, \( p_{ij} \) is the probability \( i \) clears the cutoff at \( j \) and does no better than \( j \). Abdulkadiroğlu et al. (2017) show how the latter two probabilities, and thus \( p_{ij} \), are determined by large-market cutoffs for the set of schools in \( i \)’s rank-order list.}

The main payoff to the large-market score is dimension reduction: even in a match with thousands of types, large-market scores are determined by the (relatively) coarse set of school cutoffs. The large-market score also has the side-benefit of distinguishing different sources of centralized assignment risk. Causal effects can, for instance, be estimated separately for conditionally seated applicants and for always seated applicants. Differences in causal effects for these groups can sometimes be linked to economic models of school choice, such as Roy-style selection-on-gains. Abdulkadiroğlu et al. (2017) show that the formulas identifying these different populations apply to other centralized mechanisms, such as random serial dictatorship, and can be extended to DA with multiple tie-breaking (i.e. different lottery numbers at different schools) and the immediate acceptance mechanism (sometimes known as the “Boston mechanism”). Propensity scores for a larger class of stochastic mechanisms satisfying the equal-treatment-of-equals (ETE) property can be simulated by re-drawing the random tie-breaking numbers many times and computing, separately for each applicant, the share of simulations in which the applicant is assigned to a given school. These simulated scores obviate the need for a large-market approximation.

Some centralized assignment schemes, such as those used for Boston and New York City exam schools and New York City screened schools, employ non-lottery tie-breakers such as test scores instead of, or alongside, lottery numbers. Abdulkadiroğlu et al. (2021) show how non-random screening can be combined with lottery variation in a unified local DA score approach. Local scores are again derived in a large-market model, with a continuum of applicants and a set of continuously distributed tie-breakers. As before, the large-market model allows a partition of student types into those who are always, never, and conditionally seated and yields simple, coarse formulas for assignment risk.\footnote{See Section 4.2 of Abdulkadiroğlu et al. (2021) for precise definitions and formulas.} This framework generalizes RD-style identification strategies to settings with multiple treatments and running variables.

Further extensions of the Abdulkadiroğlu et al. (2017) approach to causal inference in centralized assignment systems come from Borusyak and Hull (2020), who show how the propensity score solution can apply to any variable \( Z_i = M_i(g, w) \) which combines exogenous shocks \( g \) (e.g. random tie-breakers) and non-random data \( w \) (e.g. applicant preferences and priorities) according to known formulas \( M_i(\cdot) \) (e.g. the DA mechanism).\footnote{Borusyak and Hull (2020) also discuss local solutions, in which \( g \) is viewed as random within a user-specified bandwidth. Note that unlike in the motivating DA mechanism the exogenous shocks in \( g \) need not be defined at the same “level” of observations for the general Borusyak and Hull (2020) solution.} As we discuss further below, controlling for \( \mu_i = E[M_i(g, w) \mid w] \), which averages \( Z_i \) over
the exogenous shocks holding other components fixed, is sufficient to eliminate selection bias in comparisons of individuals assigned different values of \( Z_i \). This generalizes the propensity score approach to settings with multi-valued or continuous treatments. Importantly, this result holds even when \( Z_i \) is not generated from a mechanism satisfying the ETE property, or indeed outside of the case where \( Z_i \) indicates a centralized school assignment. Borusyak and Hull (2020) compute \( \mu_i \) by repeatedly drawing \( g \) and averaging the resulting \( Z_i \) over draws, holding fixed the non-random \( w \). While potentially computationally demanding, this simulation procedure yields a general recipe for extracting useful variation from a complex (but known) assignment scheme.

DA also generates a variety of other ad hoc instruments, with simpler propensity scores. One is a dummy for whether an applicant is offered a seat at their first-choice school. This first-choice assignment dummy is randomly assigned conditional on first-choice preference and priority risk sets, which may be simply controlled for. Alternatively, qualification instruments indicate whether \( g_i \) is better than the worst lottery number offered a seat (controlling for the set of schools ranked). Although valid, first choice and qualification instruments are likely to leave much useful assignment variation on the table (Narita, 2016); we illustrate this phenomenon below.\(^{22}\)

### 4.3 Estimation with Score Controls

Once computed, centralized assignment propensity scores can be used in a variety of ways to estimate school effectiveness. Abadie (2003), for example, proposes estimators for LATEs and related parameters that inversely weight by instrument propensity scores. Propensity score matching, as proposed by Rosenbaum and Rubin (1983), is another option for obtaining an equal-weighted average of local causal effects. A simple alternative is to adjust for assignment propensity scores in a linear IV regression. For a given school \( j \), consider the IV second and first stages of

\[
Y_i = \beta D_i + X_i' \mu + \eta_i, \tag{19}
\]

\[
D_i = \pi \tilde{Z}_{ij} + X_i' \psi + \upsilon_i, \tag{20}
\]

where here \( D_i \) indicates enrollment in some school \( j \), \( X_i \) is a vector of predetermined controls, and \( \tilde{Z}_i = Z_{ij} - p_{ij} \) is a “recentered” offer instrument that subtracts the propensity score \( p_{ij} \) from the offer indicator \( Z_{ij} \).

Borusyak and Hull (2020) show how such specifications identify weighted averages of conditional-on-type IV coefficients. In particular, the IV estimand is given by:

\[
\beta_{IV} = \int w_{IV}(t) \beta_{IV}(t) dF_\theta(t), \tag{21}
\]

\(^{22}\)Examples of the first choice IV in centralized assignment mechanisms include Deming (2011), Abdulkadiroğlu et al. (2013), Deming et al. (2014), and Hastings et al. (2009). Examples of the qualification IV include Dobbie and Fryer (2014), Lucas and Mbiti (2014), and Pop-Eleches and Urquiola (2013). First-choice instruments have also been used with decentralized assignment mechanisms (Abdulkadiroğlu et al., 2011; Cullen et al., 2006; Dobbie and Fryer, 2011; Hoxby et al., 2009).
where \( F_\theta(\cdot) \) gives the distribution of types \( \theta_i \) and

\[
\beta_{IV}(t) = \frac{E[Y_i | Z_{ij} = 1, \theta_i = t] - E[Y_i | Z_{ij} = 0, \theta_i = t]}{E[D_i | Z_{ij} = 1, \theta_i = t] - E[D_i | Z_{ij} = 0, \theta_i = t]}
\]

is the Wald estimand for students of type \( \theta_i = t \). Analogous to the weighting function in (8), the weights \( w_{IV}(t) \) in (21) integrate to 1 and are proportional to the share of students of type \( \theta_i = t \), the conditional-on-type assignment variance \( \text{Var}(Z_{ij} | \theta_i = t) \), and the conditional first stage \( E[D_i | Z_{ij} = 1, \theta_i = t] - E[D_i | Z_{ij} = 0, \theta_i = t] \). The IV coefficient \( \beta_{IV} \) in (19) thus equals a convex average of the \( \beta_{IV}(t) \) when assignment weakly increases enrollment, and can be interpreted as a weighted-average of LATEs when conditional-on-type analogs of Assumptions 2A and 2C hold.

Equations (19) and (20) can be seen as generalizing the risk-set-controlled IV specification (6)-(7) for a high-dimensional type vector \( \theta_i \) that is linearly adjusted for via the propensity score \( p_{ij} \) rather than though a set of risk set indicators. The connection is strengthened by noting the estimand is unchanged when \( p_{ij} \) is included in the control vector \( X_i \) and the centered instrument \( Z_i \) is replaced with the unadjusted offer \( Z_{ij} \).

This observation follows from the Frisch-Waugh-Lovell theorem: the residual from regressing \( Z_{ij} \) on \( p_{ij} \) and \( X_{ij} \) is \( \tilde{Z}_i = Z_{ij} - p_{ij} \), since \( p_{ij} = E[Z_{ij} | \theta_i] \) predicts \( Z_{ij} \) with a coefficient of one and all other predetermined variables in \( X_i \) are independent of \( Z_{ij} \) controlling for \( p_{ij} \). Thus we obtain the same IV estimand shown in (21) by recentering \( Z_{ij} \) by \( p_{ij} \) or by controlling for a linear function of \( p_{ij} \), or any more flexible function of \( p_{ij} \) in 2SLS estimation (with or without other predetermined covariates \( X_i \)).

As with equation (8), linear adjustment for \( p_{ij} \) is likely to yield precise estimates of school \( j \)'s effectiveness by efficiently aggregating all conditionally random variation in centralized assignments. The weights \( w_{IV}(t) \) discard types which are always or never assigned to \( j \) regardless of the random tie-breaker, while putting more weight on types where assignment and non-assignment are equally likely. Further precision gains can be achieved by adding predetermined controls that predict residual outcome variation. Controlling for \( p_{ij} \) instead of recentering \( Z_{ij} \) can thus lead to smaller standard errors in practice. Abdulkadiroğlu et al. (2017) go a step further by controlling for indicators for each value of the propensity score as well as student demographics and lagged achievement measures.

Centralized school offers and propensity scores can serve as the building blocks for empirical examinations of the effectiveness of school sectors (such as charters) and the effect of assignment to schools with different characteristics (such as those with high district ratings or with certain peer characteristics). Formally, let \( C_j \) denote a characteristic of school \( j \), and let \( z(i) \) and \( d(i) \) denote the indices of student \( i \)'s assigned and enrolled schools. Consider the instrument \( C_{2z(i)} = \sum_j C_j Z_{ij} \) and treatment \( C_{d(i)} = \sum_j C_j D_{ij} \) measuring, respectively, the characteristic of the assigned and enrolled schools. With \( C_j \) indicating charter schools, for example, \( C_{z(i)} \) is an indicator for being assigned to a charter while \( C_{d(i)} \) indicates charter enrollment. The
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23 An additional application of the Frisch-Waugh-Lovell theorem shows that 2SLS estimation of the risk-set-controlled model (6)-(7) is equivalent to controlling for the empirical propensity score calculated as the mean offer rate within each risk set. Control for the theoretical score generated by the assignment mechanism makes estimation feasible when nonparametrically estimating the score for each risk set is not feasible.
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Borusyak and Hull (2020) characterization extends to IV estimators which instrument $C_{d(i)}$ with $C_{z(i)}$ while controlling for $\sum_j C_j p_{ij}$: an average of school characteristics weighted by the assignment propensity scores.\footnote{As before, this specification identifies the same coefficient as the IV procedure which instruments with the recentered $\sum_j C_j (Z_{ij} - p_{ij})$. Predetermined controls can be included in either regression to increase precision.}

For examining charter school effectiveness this would mean controlling for the total risk of assignment to charters. We return to other school characteristic IVs in the next section.

Table 6 illustrates the role played by centralized assignment propensity scores through an analysis of charter effects in Denver Public Schools (the sample used here is from Abdulkadiroğlu et al. (2017)). Column (1) shows a precise 0.42σ charter attendance effect on math test scores, estimated by 2SLS with a charter offer instrument controlling flexibly for the simulated charter propensity score and other baseline demographics.\footnote{The sample includes applicants for grades 4-10 in the 2011-2012 and 2012-2013 school years. See Tables 6 and 9 of Abdulkadiroğlu et al. (2017) for more details.}

The remaining columns show similar but less precise estimates obtained from cruder instruments: an indicator for first-choice charter assignment in column (2), and an indicator for qualification for any-charter assignment in column (3), both controlling for the appropriate preference-based risk sets. These alternative strategies discard some of the random variation in charter assignment generated by the mechanism, and therefore produce less precise estimates, as reflected in the second-stage standard errors. The second-to-last row of Table 6 demonstrates that sample sizes for the first-choice and qualification approaches would need to increase by factors of 1.6 and 3.5 to match the precision of the risk-controlled centralized assignment IV strategy.

5 VAM for Individual Schools

For many high-stakes decisions, knowing the effectiveness of a broad school sector (such as charters vs. traditional public schools) is insufficient. Parents wish to know which schools, in particular, deliver the most learning for their children. Policymakers likewise may rely on individual school effectiveness measures when deciding whether to close, restructure, or expand schools in their district (Rockoff and Turner, 2010; Abdulkadiroğlu et al., 2016; Cohodes et al., 2021). This demand for school effectiveness data is reflected in a recent proliferation of publicly available measures. The 2015 Every Student Succeeds Act, for example, mandated all US states to adopt elementary and middle school accountability systems that include public measures of average student achievement and growth. Private companies such as US News and World Report and GreatSchools.org, meanwhile, produce massively popular school ratings that are often featured prominently on real estate sites like Zillow and Redfin. Such ratings appear to affect families’ choices of where to live, as well as where to enroll their children (Bergman and Hill, 2018; Hasan and Kumar, 2019).

Virtually all public and commercial school performance measures are derived from observational comparisons: typically, average test score levels or growth among a school’s enrolled students, sometimes adjusted for differences in observed student demographics. Such levels and growth measures closely resemble the observational value-added models (VAMs) that have long been considered and debated for ranking teachers...
and schools (e.g. Kane and Staiger, 2008; Rothstein, 2010; Chetty et al., 2014a; Deming, 2014). The selection-on-observables assumption which underlies such VAMs reflects a different approach to removing selection bias than the lottery and discontinuity-based identification strategies from above. Yet a recent literature, starting with Angrist et al. (2016b, 2017), shows how such quasi-experimental variation can be incorporated in the school VAM agenda, yielding more reliable estimates of individual school effectiveness while grappling with certain fundamental issues with obtaining such fine-grained causal estimates.

In this section we first overview the basic logic of observational school VAMs and empirical Bayes methods that are commonly applied to value-added estimates. Next, we discuss how the key identifying assumptions of observational VAMs can be tested with school lotteries. We then describe ways such variation can be further used to improve observational models by partially correcting for selection bias when the identifying assumptions are found to be violated.

### 5.1 Estimating Observational VAMs

The starting point for conventional school value-added estimation is a constant-effects model along the lines of those considered earlier, now extended to allow each school to have a distinct causal effect. Consider a setting with multiple schools indexed by \( j = 1, \ldots, J \), each with its own causal “value-added” parameter \( \beta_j \) measuring its effect relative to an omitted school on some achievement outcome \( Y_i \):

\[
Y_i = \mu + \sum_{j=1}^{J} \beta_j D_{ij} + \varepsilon_i. \tag{22}
\]

As before \( D_{ij} \in \{0,1\} \) indexes the enrollment of student \( i \) in school \( j \) and \( \varepsilon_i \) captures other determinants of achievement.\(^{27}\)

To estimate the value-added parameters \( \beta_j \), policymakers and practitioners may use a combination of regression controls and outcome-differencing strategies. Regressing the unobserved \( \varepsilon_i \) on a vector of observed covariates \( X_i \), which again may include student demographics and lagged test scores, yields an augmented causal model:

\[
Y_i = \sum_{j=1}^{J} \beta_j D_{ij} + X'_i \mu + \eta_i, \tag{23}
\]

where (also as before) in the transition to a model with covariates we repurpose the symbol \( \mu \) to be the coefficient vector attached to \( X_i \), which is defined to include a constant. The key selection-on-observables assumption underlying VAM estimation is that \( E[D_{ij}\eta_i] = 0 \) for each \( j \). In other words, the component of
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\(^{26}\)Observational examinations of school effectiveness can be traced at least as far back as to the Coleman (1966) report, which famously showed in cross-sectional regressions that the fraction of variance in student achievement attributable to educational inputs was small relative to the contribution of family background. Suffice to say the long observational and quasi-experimental literatures that followed paint a more nuanced picture.

\(^{27}\)Formally, equation (22) derives from an additively-separable potential outcomes model, \( Y_i(j) = \mu + \beta_j + \varepsilon_i \), which implies causal effects \( Y_i(j) - Y_i(k) = \beta_j - \beta_k \) are constant across students.
student ability that is unexplained by $X_i$ must be uncorrelated with school enrollment. Under selection-on-observables, an OLS regression recovers the parameters of equation (23).

This framework nests several types of school quality measures. The simplest levels measures effectively set $X_i$ equal to only a constant, thereby measuring school quality as the average achievement level of enrolled students. Estimates from levels models will be biased when schools enroll students with systematically different unadjusted ability $\varepsilon_i$, as seems likely since schools are not randomly assigned. More sophisticated VAMs account for observable differences in demographics and lagged test scores by including these controls in $X_i$. In this case the selection-on-observables assumption requires that there is no systematic selection into school enrollment among students with the same characteristics and past achievement.

An alternative approach to adjusting for lagged achievement is a gains model that first-differences contemporaneous and past test scores to remove time-invariant unobservables. If we let $\Delta Y_i = Y_{ig} - Y_{i(g-1)}$ denote the change in student achievement relative to an earlier grade, the gains model is given by:

$$\Delta Y_i = \mu + \sum_{j=1}^{J} \beta_j D_{ij} + \Delta \varepsilon_i,$$

(24)

where $\Delta \varepsilon_i = \varepsilon_i - Y_{i(g-1)}$. Here the relevant identification assumption requires that potential outcome trends are parallel across schools, i.e. $E[\Delta \varepsilon_i \mid D_{ij} = 1] = E[\Delta \varepsilon_i \mid D_{ik} = 1]$ for all $j \neq k$, so that a linear regression of $\Delta Y_i$ on the $D_{ij}$ recovers the value-added parameters $\beta_j$. The regression adjustment and outcome differencing in equations (23)-(24) can further be combined by adding additional demographic controls to the gains regression.

### 5.2 Empirical Bayes Methods

**EB Shrinkage Under Normality**

OLS estimation of VAM models like (23) and (24) yields a set of school-specific value-added estimates $\hat{\beta}_j$.\footnote{In some applications researchers instead estimate value-added by first regressing $Y_i$ on $X_i$, then computing school averages of the resulting residuals. This approach generates the same estimates as OLS estimation of (23) in large samples if school enrollment is independent of the controls $X_i$, but generally yields asymptotically different estimates if enrollment is correlated with the controls. Since the inclusion of $X_i$ is typically motivated by concerns about selection bias, it seems preferable when possible to use the OLS estimates which do not impose this independence assumption.}

One key question, which we turn to in the next subsection, is whether the identifying assumptions underlying these observational VAM procedures hold such that $\hat{\beta}_j$ gives an unbiased estimate of the causal parameter $\beta_j$ from equation (22). Setting aside this question for the moment, another perhaps equally important one is whether $\hat{\beta}_j$ is estimated precisely enough to be useful for decision-making even when these identifying assumptions hold. Compared to the sector-wide effect estimates discussed in Section 3, single-school VAM estimates are likely to involve substantial sampling error, particularly for small or new schools with relatively few student observations.

Empirical Bayes (EB) analysis offers a strategy to moderate sampling variance in individual estimates of
The EB approach treats the school VAM parameters $\beta_j$ as draws from a distribution of school quality, typically assumed to be Normal. EB estimates of the hyperparameters that characterize this distribution are derived from the estimated $\hat{\beta}_j$’s. This estimated distribution generates posterior predictions for individual school quality. The EB approach uses the full set of VAM estimates to reduce sampling variance in individual school quality estimates, accepting bias in the posterior estimates in exchange (Morris, 1983; Raudenbush and Bryk, 1986; Efron, 2012).

By way of illustration, suppose $\hat{\beta}_j$ is an unbiased and Normally-distributed estimate of $\beta_j$ with known variance equal to its squared standard error $s^2_j$. This Normality assumption can be viewed as an asymptotic approximation with a growing number of students per school. Next, suppose the latent parameters $\beta_j$ are themselves drawn randomly from a distribution $G_\beta$ defined in the population of schools. Assume for the moment that $G_\beta$ is a Normal distribution and independent of sampling variance $s^2_j$ across schools. This yields the following hierarchical model:

$$
\hat{\beta}_j | \beta_j, s^2_j \sim N(\beta_j, s^2_j),
$$

(25)

$$
\beta_j | s^2_j \sim N(\mu_\beta, \sigma^2_\beta).
$$

(26)

This model has two hyperparameters, $\mu_\beta$ and $\sigma^2_\beta$. Method of moments estimates of these hyperparameters are given by

$$
\hat{\mu}_\beta = \frac{1}{J} \sum_{j=1}^J \hat{\beta}_j,
$$

(27)

$$
\hat{\sigma}^2_\beta = \frac{1}{J} \sum_{j=1}^J [(\hat{\beta}_j - \hat{\mu}_\beta)^2 - s^2_j].
$$

(28)

The variance estimator here subtracts $s^2_j$ in (28) as a bias correction: the uncorrected sample variance of $\hat{\beta}_j$’s is inflated by sampling variance. Maximum likelihood applied to the school-level model (25) and (26), or a full parametric specification starting with distributional assumptions for the residual in model (23) for individual outcomes, offer more elaborate alternatives to the simple method of moments approach.

The final step in EB estimation constructs posteriors for the quality of each school. Given the model in (25) and (26), the posterior distribution for $\beta_j$ is given by $\beta_j | \hat{\beta}_j, s^2_j \sim N(\beta^*_j, V^*_j)$ where

$$
\beta^*_j = \left( \frac{\sigma^2_\beta}{\sigma^2_\beta + s^2_j} \right) \hat{\beta}_j + \left( \frac{s^2_j}{\sigma^2_\beta + s^2_j} \right) \mu_\beta,
$$

(29)

and $V^*_j = \frac{\sigma^2_\beta s^2_j}{\sigma^2_\beta + s^2_j}$. Equation (29) shows that the posterior mean $\beta^*_j$ is a weighted average of the unbiased estimate $\hat{\beta}_j$ and the prior mean $\mu_\beta$. The weight on $\hat{\beta}_j$ approaches one as its sampling variance $s^2_j$ approaches

\[29\]Given the model in (22), the mean $\mu_\beta$ captures mean school quality relative to an omitted category.

\[30\]Kline et al. (2020) outline general methods for bias-corrected estimation of variance components.
zero. By shrinking the noisy unbiased estimate toward the prior mean in proportion to its sampling error, the posterior mean reduces variance, with more shrinkage for schools with noisier estimates. An empirical Bayes posterior mean \( \hat{\beta}_j^* \) plugs the estimated hyperparameters \( \hat{\mu}_\beta \) and \( \hat{\sigma}_\beta^2 \) into (29).

**When to Shrink?**

Whether the shrunk EB posterior mean should be preferred to the noisier but unbiased estimate \( \hat{\beta}_j \) depends on the goals of the analyst. To see this, note that conditional on the true value-added of school \( j \), the mean squared error (MSE) of the two estimates is:

\[
E[(\hat{\beta}_j - \beta_j)^2 | \beta_j, s_j^2] = s_j^2,
\]

\[
E[(\beta_j^* - \beta_j)^2 | \beta_j, s_j^2] = \left( \frac{\sigma_\beta^2}{\sigma_\beta^2 + s_j^2} \right)^2 s_j^2 + \left( \frac{s_j^2}{\sigma_\beta^2 + s_j^2} \right)^2 (\beta_j - \mu_\beta)^2.
\]

(30)

If we are only interested in one specific school, this conditional MSE formula shows it’s not clear which of the two estimators is better; shrinkage reduces variance but may lead to substantial bias if the school is very different from average (as reflected in the second term in equation (30)). On the other hand, if we are interested in evaluating many schools, the relevant notion of MSE integrates over the distribution of \( \beta_j \):

\[
E[(\hat{\beta}_j - \beta_j)^2 | s_j^2] = s_j^2,
\]

\[
E[(\beta_j^* - \beta_j)^2 | s_j^2] = \left( \frac{\sigma_\beta^2}{\sigma_\beta^2 + s_j^2} \right) s_j^2.
\]

(31)

This formula shows that in an unconditional sense the posterior mean has unambiguously lower MSE than the unbiased estimate \( \hat{\beta}_j \).\(^{32}\) In fact, by standard properties of conditional mean functions, the posterior mean has lowest MSE of all functions of \((\hat{\beta}_j, s_j^2)\) under the model. EB methods are therefore useful when we want an estimator that performs well on average across all schools.

Once EB posterior distributions have been calculated they can be used for several purposes.\(^{33}\) First, as shown in equation (31), EB shrinkage yields a set of estimates with low average MSE across schools. Second, shrinkage corrects measurement error in models that treat school value-added as a regressor. Putting the unbiased but noisy estimate \( \hat{\beta}_j \) on the right-hand side of a regression results in attenuation bias towards zero due to classical measurement error; the posterior mean introduces non-classical measurement error that corrects this, so that a regression with \( \beta_j^* \) on the right yields the same coefficient as using the true \( \beta_j \).

---

\(^{31}\) The MSE formula for the posterior mean ignores estimation error in the hyperparameters. See Morris (1983) and Armstrong et al. (2020) for discussion of approaches that incorporate estimation error in the prior distribution.

\(^{32}\) This observation is closely related to the classic James and Stein (1961) result that OLS is inadmissible and dominated by shrinkage-based estimators when estimating three or more parameters under quadratic loss.

\(^{33}\) Analysts sometimes report the variance of posterior mean estimates as a summary of the dispersion in value-added. Such a procedure can yield misleading results because the distribution of posterior means is by construction underdispersed relative to the underlying distribution of latent parameters (formally, \( \text{Var}(\hat{\beta}_j) < \sigma_\beta^2 < \text{Var}(\beta_j) \)). For the purpose of understanding the variance of value-added, the hyperparameter estimate \( \hat{\sigma}_\beta^2 \) is more useful.
This correction is closely related to traditional errors-in-variables regression, which similarly corrects for measurement error using an estimated signal-to-noise ratio but typically uses a common shrinkage factor for all observations (Draper and Smith, 1998).\footnote{Note that since classical measurement error on the left does not cause bias, putting $\beta_j^*$ rather than $\hat{\beta}_j$ on the left-hand side of a regression causes bias rather than correcting it.}

Third, EB posterior distributions can be used for making decisions about individual schools. For this purpose, the right feature of the posterior to use will depend on the decision-maker’s loss function, and in general it may be optimal to use functionals other than the posterior mean. For example, a district policymaker might be interested in closing all schools below a quality threshold $\bar{\beta}$ and view each mistaken closure as equally costly, in which case it is optimal to make decisions based on the posterior probability that $\beta_j$ is less than $\bar{\beta}$ (given by $\Phi \left( \frac{\bar{\beta} - \beta_j^*}{\sqrt{\sigma_j^2}} \right)$ in the parametric Normal/Normal model). Recent work by Gu and Koenker (2020) discusses EB methods for ranking and tail selection decisions.

**EB Extensions**

The simple EB framework sketched here is usefully extended by adding covariates that predict school quality and by allowing a more flexible form for the prior distribution. It’s useful in some cases to have $\beta_j | s_j^2, C_j \sim N(C_j^T \mu, \sigma_\beta^2)$ given a list of school characteristics, $C_j$, such as school sectors. The resulting EB posterior mean shrinks $\hat{\beta}_j$ toward an estimated linear index $C_j^T \hat{\mu}$ (estimable from a regression of $\hat{\beta}_j$ on $C_j$) rather than a constant. It is straightforward to also allow $\sigma_\beta^2$ to depend on school characteristics.

In the same spirit, Normality of (26) might be replaced by a more general model for $G_\beta$. The linear shrinkage estimator derived under Normality has desirable properties regardless. In particular, $\beta_j^*$ coincides with the fitted value from a linear regression of $\beta_j$ on $\hat{\beta}_j$, so it can be interpreted as a best linear predictor of value-added regardless of the mixing distribution. It may nonetheless be of interest to estimate a more flexible $G_\beta$ to obtain a more complete picture of the shape of the school quality distribution and form improved posteriors. Methods for this purpose include the Kiefer and Wolfowitz (1956) non-parametric maximum likelihood estimator (NPMLE; see also Robbins (1956) and Koenker and Mizera (2014)) and the exponential family deconvolution estimator proposed by Efron (2016). Gilraine et al. (2020) apply the NPMLE approach to estimation of teacher value-added distributions.\footnote{See Kline and Walters (2021) and Kline et al. (2021) for other recent applications of non-parametric EB methods outside of education.}

In some other cases, it’s useful to allow $\beta_j$ and $s_j^2$ to be correlated. For example, it could be that newer or smaller schools are less effective, in which case schools with more students (and therefore lower $s_j^2$) would tend to have higher $\beta_j$. A simple strategy here treats $s_j^2$ as a covariate in the conditional distribution of $G_\beta$; the NPMLE estimator can also be applied to estimate an unrestricted bivariate distribution of $\beta_j$ and $s_j^2$. An alternative approach is to apply a variance-stabilizing transform to the $\hat{\beta}_j$’s that results in approximately constant sampling variance before estimating the prior distribution (see, e.g., Brown (2008)). Since the empirical literature on school quality using EB methods to date has typically relied on Normality
and independence assumptions, the practical relevance of relaxing these assumptions is unclear.

### 5.3 Testing VAM Validity with Lotteries

Of course, a precise but highly biased estimate of posterior of school value-added is likely to be as problematic as an extremely noisy estimate. We next consider the use of quasi-experimental school assignment variation to test for selection bias in observational VAMs. The key assumption of an observational VAM is selection-on-observables: conditional on a set of included controls $X_i$, school enrollment is as good as randomly assigned. This assumption can be tested with the help of a regression of the form:

$$Y_i = \sum_j \alpha_j D_{ij} + X_i'\mu + \nu_i,$$

where $X_i$ is the vector of controls in the causal model, (23). This regression model differs from (23) only in that it is defined as a regression and so may have parameters different from those in the causal model. The error term in this model, $\nu_i$, therefore differs from the random part of potential outcomes, $\eta_i$.

Under selection-on-observables, the parameters of the causal model (23) and the regression (32) coincide so that $\alpha_j = \beta_j$ for all schools $j$. Moreover, the regression residual coincides with residual ability: $\nu_i = \eta_i$. Student ability should, in turn, be unrelated to any randomness in school offers for the same reasons underlying Assumption 1A. Thus, a consequence of selection on observables is orthogonality of OLS residuals and (recentered) assignment indicators $Z_{i\ell}$:

$$E[(Z_{i\ell} - p_{i\ell})\nu_i] = 0,$$

for potentially multiple schools $\ell = 1,\ldots,L$. Here we are using the assignment propensity scores $p_{i\ell}$ to address any non-randomness in offers, as in the centralized assignment scenario of Section 4, but the same logic can be applied to decentralized lotteries by adjusting for risk set fixed effects, as in Sections 2-3.

A test of (33) is obtained by regressing the residuals from regression model (32) on the set of instruments, $Z_{i\ell} - p_{i\ell}$. Test rejections are symptomatic of selection bias in the observational VAM coefficients: i.e. that $\nu_i \neq \eta_i$ such that $\alpha_j \neq \beta_j$ for some or all schools $j$. Angrist et al. (2016b) show how this procedure can be viewed as a Lagrange multiplier (LM) test of the $L$ orthogonality restrictions, which impose the joint null hypothesis of VAM validity and conditionally independent school assignment.

An omnibus test of (33) can be decomposed into two conceptually distinct tests: one capturing the extent to which the observational VAM coefficients $\alpha_j$ predict school effectiveness $\beta_j$ on average, and one capturing how any selection bias $b_j \equiv \alpha_j - \beta_j$ varies across schools. Formally, consider a test statistic constructed based on an assumption of homoskedastic $\nu_i$:

$$\hat{T} = \frac{(Y - \hat{Y})'P_Z(Y - \hat{Y})}{\hat{\sigma}_\nu^2},$$
where $Y$ is an $N \times 1$ vector of the achievement outcome, $\hat{Y}$ is an $N \times 1$ vector of regression fitted values from estimating equation (32), $\hat{\sigma}_\nu^2 = (Y - \hat{Y})' (Y - \hat{Y}) / N$ estimates the variance of $\nu_i$, and $P_Z$ is the projection matrix for the recentered offers $Z_{it} - p_{it}$. This is a joint test of significance of the regression of VAM residuals $\hat{\nu}_i = Y_i - \hat{Y}_i$ on $Z_{it} - p_{it}$:

$$\hat{\nu}_i = \psi_0 + \sum_\ell \psi_\ell (Z_{it} - p_{it}) + u_i,$$

where the null of $\psi_1, \ldots, \psi_L = 0$ is imposed to compute the residual variance. Angrist et al. (2016b) show this test statistic can be rewritten as the sum of two terms:

$$\hat{T} = \frac{(\hat{\varphi} - 1)^2}{\hat{\sigma}_\nu^2 \hat{Y}' P_Z \hat{Y}} + \frac{(Y - \hat{\varphi} \hat{Y})' P_Z (Y - \hat{\varphi} \hat{Y})}{\hat{\sigma}_\nu^2},$$

(34)

where $\hat{\varphi} = (\hat{Y}' P_Z \hat{Y})^{-1} \hat{Y}' P_Z Y$ is the 2SLS coefficient estimate that uses all $Z_{it} - p_{it}$ to instrument $\hat{Y}_i$ in an equation for $Y_i$. Since these recentered offers are by design uncorrelated with student demographics or lagged test scores, $\hat{\varphi}$ can be seen to estimate the second-stage equation

$$Y_i = \tau_0 + \varphi \alpha_d(i) + X_i' \tau + \eta_i,$$

(35)

where $\alpha_d(i) = \sum_j \alpha_j D_{ij}$ denotes the observational VAM coefficient of $i$’s enrolled school.

The second-stage parameter $\varphi$ is sometimes referred to as a “forecast coefficient,” when versions of equation (35), fit with quasi-experimental variation, are used to assess the on-average predictive validity of observational quality measures $\alpha_j$—whether for teachers, schools, or more recently outside of education (e.g. Chetty et al., 2014a; Deming, 2014; Chetty and Hendren, 2018; Abaluck et al., 2021). The typical null hypothesis is that $\varphi = 1$, meaning that a one-unit increase in $\alpha_d(i)$ translates into a one-unit increase in $Y_i$. Deviations from this predictive relationship indicate “forecast bias.” The first term of the Angrist et al. (2016b) test statistic decomposition (34) is therefore a Wald statistic for the null of no forecast bias. The second term is the Sargan (1958) statistic for an LM test of the overidentifying restrictions in 2SLS estimation of equation (35). Intuitively, this term checks whether the VAM coefficients are equally predictive within each lottery quasi-experiment. The omnibus test of VAM validity $\hat{T}$ checking the $L$ restrictions (33) combines a single test of forecast bias with $L - 1$ additional restrictions coming from various school-specific admissions lotteries.

Table 7 illustrates these tests for Boston middle schools using the sample of students and lotteries analyzed in Angrist et al. (2017). The first row reports forecast coefficients from 2SLS models instrumenting VAM predictions $\hat{\alpha}_d(i)$ with charter school lottery offers and first-choice centralized assignments, controlling for the necessary risk set fixed effects and additional baseline covariates. Column (1) shows results for an uncontrolled VAM which simply compares average 6th grade math achievement across schools adjusting for

36Formally, $P_Z = Z(Z'Z)^{-1}Z'$ where $Z$ is a $N \times L$ matrix stacking observations of the recentered assignments $Z_{it} - p_{it}$.
year effects. The lagged score model in column (2) further adjusts for student demographics and lagged (5th grade) achievement, while the gains model in column (3) replaces the outcome with the difference in achievement and lagged achievement, maintaining the demographic covariates.

The test results reveal that VAM models adjusting for lagged achievement are much less biased than the naive uncontrolled specification. The 2SLS forecast coefficient estimate for the uncontrolled model is only 0.40, indicating substantial forecast bias in comparisons of unadjusted achievement levels across schools. In contrast, the lagged score specification generates a forecast coefficient of 0.86 that is only marginally statistically different from one \( p = 0.07 \). The corresponding estimate for the gains model equals 0.95, and the null hypothesis of no forecast bias in the gains model cannot be rejected at conventional levels \( p = 0.55 \). This minimal forecast bias reflects a common finding in the literatures on teacher and school value-added: approaches that adjust for past achievement eliminate much of the selection bias in comparisons across classrooms and schools, so that on average estimates from a well-controlled VAM provide reasonably reliable estimates of causal effects on student test scores (Chetty et al., 2014a; Angrist et al., 2017).

Despite this minimal forecast bias, the final row of the table shows that the omnibus test of all restrictions rejects decisively for all three models. The rejection is driven primarily by failure of the 2SLS overidentifying restrictions: even though the gains model predicts student outcomes well on average, this predictive validity is poor for some of the \( L \) school-specific lotteries. Test results for the more sophisticated VAMs in columns (2) and (3) are depicted graphically in Figure 3, which gives a “visual IV” representation of the 2SLS estimates. Specifically, for each of the Angrist et al. (2017) school lotteries we plot the reduced-form effect of assignment on 6th grade math scores \( Y_{i} \) against the first-stage effect of assignment on estimated observational value-added \( \hat{\alpha}_{d(i)} \). The slopes of the weighted lines-of-best-fit through these points correspond to the forecast coefficient estimates \( \hat{\phi} \) from the table, and we plot the benchmark 45-degree line for reference. As we’ve seen, the gains model brings these two lines closer together, reflecting minimal forecast bias. But several lottery points are far from these lines, suggesting non-zero selection bias across schools (colored points are statistically significantly far from this line at the 10% level).

5.4 Bias-correction with Lotteries

Combining OLS and IV Estimates

Given test rejections like in Table 7, a natural question is whether quasi-experimental admissions variation can be used to reduce the apparent selection bias in observational VAMs. In a setting where both lottery-based and observational VAM estimates of school quality are available, there is a tradeoff between using biased (but precise) observational estimates and unbiased (but noisy) lottery estimates. We next sketch a potential solution to this tradeoff by extending the empirical Bayes framework of Section 5.2.

Suppose we have a set of potentially biased observational OLS VAM estimates from equation (23),
satisfying:

\[ \hat{\alpha}_j | \beta_j, b_j, s_{j,\alpha}^2 \sim N(\beta_j + b_j, s_{j,\alpha}^2). \]  

(36)

As before, parameter \( \beta_j \) gives the true quality of school \( j \), \( s_{j,\alpha}^2 \) is the squared standard error of the OLS estimate \( \hat{\alpha}_j \), and the Normality assumption is an asymptotic approximation with many students per school.

Now, however, the estimator may be biased—represented by the school-specific parameter \( b_j \). A rejection of the lottery-based omnibus test in Section 5.3 indicates that \( b_j \neq 0 \) for some or all schools.

Suppose in addition to the \( \hat{\alpha}_j \) estimates we have a quasi-experimental VAM estimate \( \hat{\beta}_j \) for each school. For example, these estimates might come from instrumenting the \( D_{ij} \) indicators in equation (23) with risk-adjusted offer instruments \( Z_{ij} - p_{ij} \) as described in Section 4. The lottery estimates are assumed to be consistent and asymptotically normal estimates of the true VAM parameters:

\[ \hat{\beta}_j | \beta_j, b_j, s_{j,\beta}^2 \sim N(\beta_j, s_{j,\beta}^2). \]  

(37)

We generally expect \( s_{j,\beta}^2 \) to be larger than \( s_{j,\alpha}^2 \) since IV is less precise than OLS.\(^{37}\) Finally, we extend the hierarchical model (26) to allow for a bivariate distribution of school quality and selection bias across schools. Letting \( \Theta_j \equiv (\beta_j + b_j, \beta_j)' \) denote the \( 2 \times 1 \) vector of observational VAM and causal parameters for school \( j \), write:

\[ \Theta_j | S_j \sim N(\mu_\Theta, \Sigma_\Theta). \]  

(38)

The matrix \( \Sigma_\Theta \) describes the joint distribution of causal effectiveness and selection bias across schools. The matrix \( S_j \) has the sampling variances \( s_{j,\alpha}^2 \) and \( s_{j,\beta}^2 \) on the diagonal and the sampling covariance of the OLS and IV estimates off the diagonal. When \( b_j = 0 \) and the OLS residual \( \nu_i \) is homoskedastic, this covariance equals \( s_{j,\alpha}^2 \) (Hausman, 1978).

Under the model described by (36), (37), and (38), the posterior mean for \( \Theta_j \) conditional on the observed estimates \( \hat{\Theta}_j = (\hat{\alpha}_j, \hat{\beta}_j)' \) is given by

\[ \Theta_j^* = E[\Theta_j | \hat{\Theta}_j, S_j] = (\Sigma_\Theta^{-1} + S_j^{-1})^{-1}S_j^{-1}\hat{\Theta}_j + (\Sigma_\Theta^{-1} + S_j^{-1})^{-1}\Sigma_\Theta^{-1}\mu_\Theta. \]  

(39)

The second element of \( \Theta_j^* \) is the posterior mean for \( \beta_j \) using both the OLS and IV estimates of school quality, which is a linear combination of the two estimates and the prior mean.\(^{38}\)

Following the EB approach of Section 5.2, the “hybrid” value-added posterior means in (39) can be approximated by estimating hyperparameters \( \mu_\Theta \) and \( \Sigma_\Theta \), based on the observed joint distribution of OLS and IV estimates and their sampling variances and covariances, and then plugging these hyperparameter estimates into equation (39). By the above Hausman (1978) logic on \( S_j \), it can be shown that when the observational VAM is close to unbiased \( (\text{Var}(b_j) \approx 0) \) and the errors are homoskedastic no weight is placed

\(^{37}\)Note that this would be guaranteed under the classical assumptions of the Gauss-Markov model.

\(^{38}\)See Angrist et al. (2017) for expressions for the weights on the two estimates in special cases. Chetty and Hendren (2018) use a similar approach to compute EB estimates of neighborhood effects combining observational and quasi-experimental variation.
on the IV estimates and we return to the conventional EB shrinkage formula (29) applied to the OLS \( \hat{\alpha}_j \) estimates. At the opposite extreme, when selection bias is bad enough to make the observational VAM estimates useless (i.e. \( \text{Var}(b_j) \to \infty \)), no weight is placed on \( \hat{\alpha}_j \) and we arrive at a conventional EB shrinkage formula for the quasi-experimental estimates \( \hat{\beta}_j \). In intermediate cases the hybrid posterior optimally trades off bias and variance between the two sets of value-added estimates.

**Bias-correction with Undersubscription: IV VAM**

In practice a lottery-based estimate \( \hat{\beta}_j \) may not be available for every school. In centralized assignment systems, for example, there are typically some schools that lack quasi-experimental variation in assignment. This is a problem of *undersubscription*, formalized as \( Z_{ij} - p_{ij} = 0 \) for all students \( i \) at some school \( j \). Applicants who are assigned to such schools (\( Z_{ij} = 1 \)) never face any risk of non-assignment (\( p_{ij} = 1 \)), perhaps because the school faces weak demand and so has no need for lottery-based rationing, while all other students are never assigned (\( Z_{ij} = p_{ij} = 0 \)). With \( Z_{ij} - p_{ij} = 0 \) for all students, assignment at this school cannot instrument for school enrollment; given undersubscription, therefore, we have fewer instruments than endogenous variables in equation (23) and cannot use 2SLS to estimate the \( \beta_j \)'s or apply the hybrid posterior formula (39).

An instrumental variables value-added model (IV VAM) approach, introduced in Angrist et al. (2021), offers a solution to the undersubscription problem.\(^{39}\) IV VAM sidesteps underidentification of the \( \beta_j \)'s with a model relating value-added to a lower-dimensional set of school characteristics, estimated by IV. This approach starts with a hypothetical school-level projection of value-added \( \beta_j \) on a \( K \times 1 \) vector of school characteristics \( M_j \):

\[
\beta_j = M'_j \varphi + \nu_j. \tag{40}
\]

Equation (40) is a between-school model of the sort often used in hierarchical linear models for school effects (Raudenbush and Bryk, 1986). The characteristics \( M_j \) might include an OLS value-added coefficient \( \alpha_j \) as well as other school attributes like sector or demographics. Coefficient vector \( \varphi \) captures the systematic relationship between these predictors and causal school quality. Residual \( \nu_j \), defined so that \( E[M_j \nu_j] = 0 \), reflects variation in school quality not explained by \( M_j \). Hyperparameter \( \sigma^2_\nu \equiv \text{Var}(\nu_j) \) summarizes the extent of such residual variation.

Plugging the school-level projection (40) into the student-level causal model (22) yields:

\[
Y_i = \tau_0 + M'_{d(i)} \varphi + \varepsilon_i + \nu_{d(i)}, \tag{41}
\]

where \( M_{d(i)} = \sum_j M_j D_{ij} \) is the vector of characteristics for student \( i \)'s enrolled school. The first step of IV

---

\(^{39}\) The IV VAM method simplifies and generalizes a parametric approach to hybrid estimation with undersubscription explored in Angrist et al. (2017).
VAM is to estimate equation (41) by 2SLS, instrumenting $M_{d(i)}$ with a vector of risk-adjusted offers for $L$ oversubscribed schools, $\tilde{Z}_i = (Z_{i1} - p_{i1}, ..., Z_{iL} - p_{iL})$.

This 2SLS procedure generalizes the testing approach introduced in Section 5.3. When $M_{d(i)}$ consists only of an OLS school value-added estimate $\hat{\alpha}_{d(i)}$, the 2SLS estimate $\hat{\varphi}$ checks for forecast bias in the underlying OLS model, while the accompanying overidentification test assesses variation in the predictive value of OLS across lotteries. In more general cases, the 2SLS forecast coefficient describes the relationship between school characteristics $M_j$ and value-added, and the overidentification test statistic can be used to construct an estimate of $\sigma_\varphi^2$ (which should be zero if $M_j$ includes an unbiased OLS coefficient). The mechanics of the IV VAM estimation procedure and its connection to VAM specification tests are detailed further in Angrist et al. (2021).

The second step of IV VAM constructs minimum MSE predictions of individual school quality given all available information, including the school characteristics $M_j$ and estimates from the available lottery quasi-experiments. Let $\hat{\beta}$ denote the $L \times 1$ vector of coefficients from a regression of $Y_i$ on the risk-adjusted offer vector $\tilde{Z}_i$, and let $V_\beta$ denote the sampling covariance matrix of $\hat{\beta}$. The $J \times 1$ vector of IV VAM posteriors is given by:

$$\beta^* = \Pi'(\Pi\Pi' + V_\beta/\sigma_\varphi^2)^{-1}\hat{\beta} + \left[I_J - \Pi'(\Pi\Pi' + V_\beta/\sigma_\varphi^2)^{-1}\Pi\right]M\varphi.$$  

Here $M$ is a $J \times K$ matrix collecting characteristics $M_j$ for all schools, $I_J$ is the $J \times J$ identity matrix, and $\Pi$ is an $L \times J$ matrix of first-stage coefficients from regressions of each of the $J$ school attendance indicators, $D_{ij}$, on $\tilde{Z}_i$. In a special case with no undersubscription ($L = J$) and $M_j$ equal to an OLS value-added coefficient, this formula collapses to the bivariate shrinkage formula (39). With undersubscription, IV VAM posteriors combine a value-added forecast $M'_j\varphi$ for each school with reduced-form offer effects $\hat{\beta}$, accounting for offer compliance via the first-stage matrix $\Pi$. An EB implementation plugs OLS estimates of $\Pi$ and $V_\beta$ into (42) along with 2SLS estimates of $\varphi$ and $\sigma_\varphi^2$, obtained from the first step of IV VAM.

### 5.5 Risk-Controlled Value-added Models (RC VAM)

An alternative strategy for using centralized assignment variation to estimate school value-added is the risk-controlled value-added model (RC VAM) of Angrist et al. (2021). This approach starts with the observation that assignment systems like the DA mechanism in Section 4 generate rich data on student preferences and priorities which may account for much of the non-random sorting across schools. RC VAM uses this data to bolster the selection-on-observables assumption in conventional VAM estimation, by adding functions of the assignment propensity scores $p_{ij}$ to the control vector $X_i$ in regression (32). In other words, instead of using centralized assignment information to generate instruments for school assignment, RC VAM uses this

---

40In cases where $\text{Var}(\nu_j) \neq 0$, the exclusion restriction underlying 2SLS estimation of (41) requires school offers to be uncorrelated with residual school quality $\nu_{d(i)}$, which is not guaranteed by independence of offers and potential outcomes. As detailed in Angrist et al. (2021), this makes IV VAM a special case of the “many invalid instruments” framework of Kolesár et al. (2015).

41See the Appendix to Angrist et al. (2021) for the details of this equivalence.
information to construct new control variables that help to mitigate selection bias in observational models.42

The selection-on-observables assumption underlying an RC VAM model with risk controls echoes that invoked in studies of college quality by Dale and Krueger (2002, 2014) and Mountjoy and Hickman (2020). These studies control for a student’s college application portfolio and admissions offers to estimate the returns to enrollment at particular colleges, assuming that offer takeup decisions are as good as random. Similarly, RC VAM requires non-compliance with centralized assignment admission offers to be as good as random conditional on assignment risk and other observables. This connection is formalized in the following result of Angrist et al. (2021):

$$
\varepsilon_i \perp \perp D_i|\{p_i, X_i, Z_i\} \implies \varepsilon_i \perp \perp D_i|\{p_i, X_i\},
$$

(43)

where $D_i \in \{1, ..., J\}$ is the school attended by student $i$, $Z_i \in \{1, ..., J\}$ is $i$’s school assignment, $p_i = (p_{i1}, ..., p_{iJ})$ is the vector of propensity scores for all schools, and $\varepsilon_i$ is the student ability term from model (22). This result shows that if school enrollment is independent of ability among students with the same assignment risk, covariates, and offers, then enrollment is also independent of ability conditional on just risk and covariates—since offers are random conditional on risk, it is not necessary to control for offers once we’ve conditioned on the assignment propensity score. Knowledge of the propensity score therefore allows us to use the conditional randomness of offers to test the RC VAM selection-on-observables assumption (the right-hand side of (43)) rather than controlling directly for admission offers, even while motivating the RC VAM strategy by a Dale and Krueger-style assumption of random non-compliance with offers (the left-hand side of (43)).

Tests of the RC VAM identifying assumption for NYC middle and high schools appear in Figure 4. The results show that RC VAM estimates of NYC middle and high school quality are virtually unbiased, using the sample of Angrist et al. (2021) and same visual IV testing procedure as in Figure 3.43 The first column of both panels shows again that uncontrolled VAMs, which effectively compare achievement levels, badly fail to predict the reduced-form effects of centralized school assignment. Remarkably, the second column shows that most of this selection bias is removed by adding assignment risk controls; when conventional VAM controls (demographics and lagged test scores) are further added the forecast coefficient is indistinguishable from one with all points tightly clustered around the 45-degree line. The omnibus test $p$-value for the middle and high school RC VAMs are 0.21 and 0.84, respectively. The seeming lack of omitted variables bias is especially impressive for high schools, where the NYC outcome (SAT scores) comes from a different test than the lagged score controls and thus may be more prone to omitted variables bias (a point made in a different context by Chetty et al. (2014b)). These results suggest that using information on assignment risk from centralized assignment systems is a promising strategy for mitigating selection bias in school VAMs.

42 Abdulkadiroğlu et al. (2020) develop a related control-function approach that controls for preferences derived from random utility discrete-choice models fit to students’ rank-ordered preference lists.

43 Since there are many admissions instruments in NYC, Angrist et al. (2021) group them into 20 bins on the basis of the school’s observational VAM estimate. Angrist et al. (2021) also find RC VAM to be virtually unbiased in a sample of Denver middle schools.
6 Conclusion: What Next for School Quality Measurement?

The increasing use of centralized assignment systems in American school districts offers new opportunities to apply the methods outlined in this chapter. Policymakers’ and parents’ growing demand for reliable measures of school effectiveness will likewise fuel such analysis. We conclude with a brief look at new directions this work might take.

Most of the research reviewed here focuses on achievement-based measures of school quality. Recent years have seen growing interest in school effects on outcomes other than student achievement. Early efforts in this direction include explorations of school effects on non-cognitive outcomes like absences, suspensions, and socioemotional development as well as longer-run outcomes like educational attainment, crime, political participation, employment, and earnings (Deming, 2011; Deming et al., 2014; Angrist et al., 2016a; Dobbie and Fryer, 2015; Abdulkadiroğlu et al., 2020; Dobbie and Fryer, 2020; Jackson et al., 2020; Beuermann et al., 2021; Cohodes and Feigenbaum, 2021). The links between achievement-based and alternative measures of value-added constitutes an important area for future research. Longer-term outcomes also raise new econometric issues, since the lagged-controllers strategy used for conventional achievement-based VAMs is unavailable for something like earnings. Lottery-based methods may therefore be especially important when looking at longer-term effects.

The value-added models discussed in Section 5 posit a single causal effect of each school common to all students. In practice, school value-added may be heterogeneous – for example, a school’s effect might be different for those attending in different years, or for students with different levels of preparation. And urban charter schools seem especially beneficial for students with low baseline test scores (Angrist et al., 2012; Frandsen and Lefgren, 2021; Chabrier et al., 2016). Match effects of this sort create new methodological challenges. In particular, recent work by Goldsmith-Pinkham et al. (2022) highlights problems with regression-based approaches in settings with many treatments and heterogeneous effects; match effects also complicate the interpretation of lottery-based tests for VAM validity, since these are sensitive to differences between LATEs and other treatment effect parameters in addition to selection bias. This suggest a role for more flexible, possibly non-parametric models beyond the linear 2SLS workhorse.

A third research frontier combines the school quality measurement tools discussed here with preference data generated by centralized assignment in an effort to understand the interplay between school choice and school effectiveness. Evidence on whether households choose schools based on causal impacts on student outcomes is mixed: (Rothstein, 2006; Abdulkadiroğlu et al., 2020) argue that school choice depends more on peer achievement than on causal school effects. Other work, however, suggests logistical barriers and seemingly complex or opaque choice systems choice systems prevent some households from selecting the most effective schools for their children (Walters, 2018; Bergman et al., 2020; Kapor et al., 2020). A better understanding of these issues should have the double payoff of improving both school accountability measures and educational outcomes.
Exhibits

A. Before Application (4th Grade Scores)

B. After Application (6th and 7th Grade Scores)

Figure 1: Complier Distributions for Applicants to Massachusetts Urban Charters

Notes: This figure plots estimated distributions of untreated ($Y_i(0)$) and treated ($Y_i(1)$) potential outcomes for Black and white lottery compliers in the urban charter applicant sample. Distributions are estimated as described in Section 3.2, using the rule-of-thumb bandwidth described in footnote 10. Vertical lines show mean potential outcomes separately by race. p-values for testing the equality of white and Black distributions in each panel come from a weighted bootstrap procedure using the maximum absolute Black-white distance in estimated complier CDFs as the test statistic. CDFs in each bootstrap iteration are computed by estimating equation (11) by 2SLS with $g(X_i, Y_i) = 1(Y_i \leq y)$ for a grid of points $y$, weighting observations with iid exponential weights. The sample used here comes from Angrist et al. (2013).
A. Enrollment at any NYC exam school

Figure 2: First Stage and Reduced Form for NYC Exam School Admissions RD

Notes: Panel A shows NYC exam school enrollment rates for applicants to three exam schools, Brooklyn Tech, Bronx Science, and Stuyvesant, as a function of the distance of a student’s admission score to each school’s admission cutoff. Panel B shows corresponding reduced form impacts on Regents math standardized test scores. This figure shows the admission RD approach as applied in Abdulkadiroğlu et al. (2014).
Figure 3: Visual IV Tests for VAM Bias

Notes: This figure plots lottery reduced-form estimates against value-added first stages from 28 middle school admission lotteries. Outcomes are standardized 6th grade math test scores. Schools are categorized as belonging to the charter, pilot, and traditional public sector. Filled markers indicate reduced form and first stage estimates that are significantly different from each other at the 10% level. The solid lines have slopes equal to the forecast coefficients in Table 7, while dashed lines indicate the 45-degree line. The sample used here comes from Angrist et al. (2017).
### A. Middle Schools

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Forecastcoef.</th>
<th>Omnibus p-val.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncontrolled</td>
<td>0.600</td>
<td>0.000</td>
</tr>
<tr>
<td>Risk only</td>
<td>0.817</td>
<td>0.000</td>
</tr>
<tr>
<td>RC VAM</td>
<td>0.994</td>
<td>0.212</td>
</tr>
</tbody>
</table>

**Reduced form effect on test scores**

**First stage effect on OLS VAM**

---

### B. High Schools

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Forecastcoef.</th>
<th>Omnibus p-val.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncontrolled</td>
<td>0.345</td>
<td>0.000</td>
</tr>
<tr>
<td>Risk only</td>
<td>0.675</td>
<td>0.000</td>
</tr>
<tr>
<td>RC VAM</td>
<td>0.959</td>
<td>0.835</td>
</tr>
</tbody>
</table>

**Reduced form effect on test scores**

**First stage effect on OLS VAM**

---

**Notes:** This figure plots reduced-form estimates against value-added first stages from each of 20 bins of school assignment indicators for NYC middle and high school samples. Outcomes are 6th grade math New York State Assessment scores for middle schools, and SAT math scores for high schools. Assignments are binned by ventile of the estimated conventional VAM. Filled markers indicate reduced form and first stage estimates that are significantly different from each other at the 10% level. The solid lines have slopes equal to the forecast coefficients in Table 2 of Angrist et al. (2021), while dashed lines indicate the 45-degree line. The sample used here comes from Angrist et al. (2021).
Table 1: Balance and Attrition for Massachusetts Urban Charter Lotteries

<table>
<thead>
<tr>
<th></th>
<th>MA Urban (1)</th>
<th>Urban Applicant (2)</th>
<th>Balance Coefficient (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Balance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.484</td>
<td>0.498</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.017)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.201</td>
<td>0.479</td>
<td>-0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.015)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.321</td>
<td>0.244</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.014)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0.072</td>
<td>0.017</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>0.375</td>
<td>0.204</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.012)</td>
<td></td>
</tr>
<tr>
<td>Special education</td>
<td>0.200</td>
<td>0.176</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.013)</td>
<td></td>
</tr>
<tr>
<td>English language learner</td>
<td>0.161</td>
<td>0.103</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>Subsidized lunch status</td>
<td>0.688</td>
<td>0.688</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.015)</td>
<td></td>
</tr>
<tr>
<td>Baseline math score</td>
<td>-0.416</td>
<td>-0.336</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.033)</td>
<td></td>
</tr>
<tr>
<td>Baseline English score</td>
<td>-0.454</td>
<td>-0.359</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.035)</td>
<td></td>
</tr>
<tr>
<td>Joint p-value</td>
<td></td>
<td></td>
<td>0.694</td>
</tr>
<tr>
<td><strong>B. Attrition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has outcome score</td>
<td>0.702</td>
<td>0.801</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>234,793</td>
<td>6,038</td>
<td>6,038</td>
</tr>
</tbody>
</table>

Notes: Columns (1) and (2) of this table report means of baseline characteristics and an indicator for having an outcome test score for students in Massachusetts urban school districts and urban charter lottery applicants, respectively. Column (3) reports coefficients from regressions of covariates on charter offer dummies, controlling for lottery risk set indicators. Robust standard errors are reported in parentheses. The joint p-value is from the test of the hypothesis that lottery offers are balanced on all baseline characteristics. The sample used here comes from Angrist et al. (2013).
Table 2: 2SLS Estimates for Massachusetts Urban Charter Schools

<table>
<thead>
<tr>
<th>Treatment Variable</th>
<th>OLS (1)</th>
<th>2SLS (2)</th>
<th>OLS (3)</th>
<th>2SLS (4)</th>
<th>OLS (5)</th>
<th>2SLS (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math score effects</td>
<td>0.329</td>
<td>0.454</td>
<td>0.407</td>
<td>0.579</td>
<td>0.236</td>
<td>0.314</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.039)</td>
<td>(0.019)</td>
<td>(0.038)</td>
<td>(0.009)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>First stage</td>
<td>0.567</td>
<td>0.551</td>
<td></td>
<td>1.017</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.015)</td>
<td></td>
<td>(0.030)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-charter outcome mean</td>
<td>-0.320</td>
<td>-0.268</td>
<td></td>
<td>-0.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Applicants</td>
<td>4,281</td>
<td>4,590</td>
<td></td>
<td>4,590</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample Coverage</td>
<td>Application Year</td>
<td>All Years</td>
<td>All Years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample Size</td>
<td>4,281</td>
<td>11,458</td>
<td></td>
<td>11,458</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: This table reports OLS and 2SLS estimates of the effect of Boston charter middle school attendance on math test scores for applicants to urban charter schools in Massachusetts, as well as first stage estimates. Columns (1)-(2) define treatment as an indicator for enrolling in a charter school in the academic year following application and restricts the sample to test score outcomes from this application year. Columns (3)-(4) use the same treatment definition but pools post-lottery test scores for grades 4 through 7. Columns (5)-(6) use the full sample but define treatment as the number of years spent in a charter school by the outcome grade. All models control for lottery risk set indicators and student gender, race, special education, English language learner, subsidized lunch status, and grade and year indicators. Columns (1) and (2) report robust standard errors in parentheses. Standard errors are clustered by student in columns (3)-(6). The sample used here comes from Angrist et al. (2013).
Table 3: Characteristics of Lottery Compliers at Massachusetts Urban Charter Schools

<table>
<thead>
<tr>
<th></th>
<th>Compliers</th>
<th>Untreated (1)</th>
<th>Treated (2)</th>
<th>Pooled (3)</th>
<th>Always-takers (4)</th>
<th>Never-takers (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td></td>
<td>0.506</td>
<td>0.510</td>
<td>0.508</td>
<td>0.539</td>
<td>0.463</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.023)</td>
<td>(0.021)</td>
<td>(0.016)</td>
<td>(0.024)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>Black</td>
<td></td>
<td>0.401</td>
<td>0.380</td>
<td>0.390</td>
<td>0.623</td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.022)</td>
<td>(0.021)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>0.250</td>
<td>0.300</td>
<td>0.275</td>
<td>0.183</td>
<td>0.228</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.02)</td>
<td>(0.018)</td>
<td>(0.013)</td>
<td>(0.019)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>0.022</td>
<td>0.024</td>
<td>0.023</td>
<td>0.004</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.007)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>White</td>
<td></td>
<td>0.229</td>
<td>0.216</td>
<td>0.223</td>
<td>0.154</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.012)</td>
<td>(0.016)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Special education</td>
<td></td>
<td>0.190</td>
<td>0.181</td>
<td>0.186</td>
<td>0.158</td>
<td>0.177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.012)</td>
<td>(0.018)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>English language learner</td>
<td></td>
<td>0.143</td>
<td>0.148</td>
<td>0.145</td>
<td>0.054</td>
<td>0.088</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.010)</td>
<td>(0.011)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Subsidized lunch</td>
<td></td>
<td>0.689</td>
<td>0.705</td>
<td>0.697</td>
<td>0.698</td>
<td>0.666</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.021)</td>
<td>(0.019)</td>
<td>(0.014)</td>
<td>(0.022)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Baseline math score</td>
<td></td>
<td>-0.274</td>
<td>-0.312</td>
<td>-0.293</td>
<td>-0.394</td>
<td>-0.301</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.047)</td>
<td>(0.041)</td>
<td>(0.032)</td>
<td>(0.045)</td>
<td>(0.036)</td>
</tr>
<tr>
<td>Baseline English score</td>
<td></td>
<td>-0.352</td>
<td>-0.349</td>
<td>-0.350</td>
<td>-0.362</td>
<td>-0.299</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.050)</td>
<td>(0.043)</td>
<td>(0.033)</td>
<td>(0.046)</td>
<td>(0.038)</td>
</tr>
<tr>
<td>Share of sample</td>
<td></td>
<td>0.546</td>
<td>0.197</td>
<td>0.257</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: This table reports estimates of average baseline characteristics of compliers, always-takers, and never-takers among lottery applicants to urban charter schools in Massachusetts. Means are computed from 2SLS and OLS regressions that control for lottery risk set indicators, as described in Section 3.2. Robust standard errors are reported in parentheses. The sample used here comes from Angrist et al. (2013).
Table 4: Counterfactual School Destinies for Boston Charter Compliers

<table>
<thead>
<tr>
<th>Destiny</th>
<th>Proven providers</th>
<th>Expansion charters</th>
<th>Other charters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Z = 0) (1)</td>
<td>(Z = 1) (2)</td>
<td>(Z = 0) (5)</td>
</tr>
<tr>
<td>Proven providers</td>
<td>1.000</td>
<td>-0.052</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.024)</td>
<td></td>
</tr>
<tr>
<td>Expansion charters</td>
<td>0.269 (0.046)</td>
<td>1.000</td>
<td>0.231</td>
</tr>
<tr>
<td>Other charters</td>
<td>0.008 (0.026)</td>
<td>0.047 (0.026)</td>
<td>1.000</td>
</tr>
<tr>
<td>Traditional publics</td>
<td>0.528 (0.058)</td>
<td>0.694 (0.058)</td>
<td>0.529 (0.042)</td>
</tr>
<tr>
<td>Pilots</td>
<td>0.180 (0.041)</td>
<td>0.174 (0.041)</td>
<td>0.118 (0.023)</td>
</tr>
</tbody>
</table>

Notes: This table reports the share of untreated (\(Z=0\)) and treated (\(Z=1\)) compliers enrolled at particular fallback school types among applicants to Boston charter school lotteries. Destinies labelled at left are sectors enrolling treated and untreated compliers. Robust standard errors are reported in parentheses. The lottery sample used here comes from Cohodes et al. (2021).
Table 5: Multi-sector 2SLS Estimates for Boston Charter Schools

<table>
<thead>
<tr>
<th></th>
<th>Before charter expansion</th>
<th></th>
<th>After charter expansion</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimates</td>
<td></td>
<td>Estimates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-charter mean (1)</td>
<td>Proven providers (2)</td>
<td>Other charters (3)</td>
<td>Non-charter mean (4)</td>
</tr>
<tr>
<td>Math Score</td>
<td>0.117</td>
<td>0.320</td>
<td>0.183</td>
<td>-0.074</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.026)</td>
<td></td>
<td>(0.070)</td>
</tr>
<tr>
<td>First stage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate offer</td>
<td>1.304</td>
<td>1.554</td>
<td></td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>(0.067)</td>
<td>(0.047)</td>
<td></td>
<td>(0.054)</td>
</tr>
<tr>
<td>Waitlist offer</td>
<td>1.027</td>
<td>0.984</td>
<td></td>
<td>0.400</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.061)</td>
<td></td>
<td>(0.048)</td>
</tr>
</tbody>
</table>

Notes: This table reports first stage effects of charter lottery offers on years of enrollment in charter schools and 2SLS estimates of the effects of charter school attendance on math test scores for multiple types of Boston charter middle schools. The sample stacks post-lottery test scores in grades five through eight. The endogenous variables are counts of years spent in the different charter types (pre-expansion proven providers, pre-expansion other charters, post-expansion proven providers, expansion schools, and post-expansion other charters). The instruments are immediate and waitlist lottery offer dummies for each school type. Immediate offer equals one for applicants offered seats on the day of the lottery. Waitlist offer equals one for applicants offered seats from the waitlist. Controls include lottery risk sets, as well as gender, race, ethnicity, a female-minority interaction, special education, English language learner, subsidized lunch status, and grade and year indicators. Standard errors, clustered by student, are reported in parentheses. The sample used here comes from Cohodes et al. (2021).
Table 6: Alternative IV Strategies for Denver Charter Effects

<table>
<thead>
<tr>
<th>Instruments</th>
<th>Offer (1)</th>
<th>First Choice (2)</th>
<th>Qualification (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math score</td>
<td>0.417</td>
<td>0.515</td>
<td>0.379</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.064)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>First stage</td>
<td>0.443</td>
<td>0.347</td>
<td>0.457</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.022)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>Risk controls</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equivalent sample increase</td>
<td>1.64</td>
<td>3.46</td>
<td></td>
</tr>
<tr>
<td>observations</td>
<td>2,099</td>
<td>2,222</td>
<td>3,502</td>
</tr>
</tbody>
</table>

Notes: This table reports IV estimates of the effects of charter school attendance for students in Denver using strategies based on centralized school assignment. The first row compares alternative 2SLS estimates of charter attendance effects on math scores. The second row reports the corresponding first stage estimates. Column (1) instruments charter attendance with centralized assignment to a charter school, controlling for percentiles of the simulated charter assignment propensity score and other baseline covariates. Column (2) instruments charter attendance with a charter first-choice assignment instrument, controlling for first-choice fixed effects and other baseline covariates. Column (3) instruments charter attendance with a charter qualification instrument, controlling for preference fixed effects and other baseline covariates. The fourth row reports the sample size increase needed to achieve a precision gain equivalent to the gain from using the any-charter offer instrument. Robust standard errors are reported in parentheses. The sample used here is as in Abdulkadiroğlu et al. (2017).
<table>
<thead>
<tr>
<th></th>
<th>Uncontrolled (1)</th>
<th>Lagged score (2)</th>
<th>Gains (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecast coefficient</td>
<td>0.396</td>
<td>0.864</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td>(0.056)</td>
<td>(0.075)</td>
<td>(0.084)</td>
</tr>
<tr>
<td>p-values:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forecast bias</td>
<td>&lt;0.001</td>
<td>0.071</td>
<td>0.554</td>
</tr>
<tr>
<td>Overidentifcation</td>
<td>&lt;0.001</td>
<td>0.003</td>
<td>0.006</td>
</tr>
<tr>
<td>Omnibus</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Notes: This table reports the results of tests for bias in conventional VAMs using sixth-grade math scores for students in Boston. The uncontrolled model includes only year-of-test indicators as controls. The lagged score VAM includes cubic polynomials in baseline math and ELA scores, along with indicators for application year, sex, race, subsidized lunch, special education, English language learner status, and counts of baseline absences and suspensions. The gains VAM drops the lagged score controls and uses score growth from baseline as the outcome. Forecast coefficients are from IV regressions of test scores on fitted values from conventional VAMs, instrumenting fitted values with lottery offer indicators. The IV models are estimated via an asymptotically efficient GMM procedure and control for assignment strata fixed effects, demographic variables, and lagged scores. The forecast bias test checks whether the forecast coefficient equals 1, and the overidentifiication test checks the IV model’s overidentifying restrictions. The omnibus test combines forecast bias and overidentifying restrictions. Standard errors are reported in parentheses. The sample used here comes from Angrist et al. (2017).
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