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ALGORITHMIC DECISION-MAKING‡

Comparative Advantage of Humans versus AI in the Long Tail†

By Nikhil Agarwal, Ray Huang, Alex Moehring, 
Pranav Rajpurkar, Tobias Salz, and Feiyang Yu*

Supervised machine learning algorithms use 
large labeled datasets to perform predictive tasks 
(see LeCun, Bengio, and Hinton 2015 for an early 
review). These algorithms have demonstrated 
superior performance compared to human experts 
in several key areas (Lai et al. 2021; Mullainathan 
and  Obermeyer 2019). Many anticipate signifi-
cant job displacements, especially in diagnostic 
radiology.1 A counterargument holds that the 
short-term risk of job displacement is limited 
because most jobs require several different tasks 
to be performed, not all of which are about pre-
diction (see Agrawal, Gans, and Goldfarb 2019 
and Langlotz 2019 for example).

The long-tail hypothesis holds that humans may 
remain relevant even within prediction domains, 

1 “We should stop training radiologists now. It’s just 
completely obvious that within five years, deep learning is 
going to do better than radiologists” (Geoff Hinton, “On 
Radiology,” November  24, 2016, YouTube video, https://
www.youtube.com/watch?v=2HMPRXstSvQ).

at least in the medium run, as humans can learn 
from relatively few examples (see Malaviya et al. 
2022; Casler and Kelemen 2005).2 In radiology, 
Langlotz argues that humans will remain rele-
vant because “radiologists know the ‘long tail”’ 
of diseases, each of which are uncommon but 
are together relevant for a large proportion of 
patients (2019, 2).3 Similar arguments apply to 
other applications where artificial intelligence 
(AI) has made inroads. Autonomous cars, for 
instance, suffer from a “curse of rarity” because 
specific constellations are seldom encountered 
(Liu and Feng 2022, 1). Humans can overcome 
this curse by using knowledge outside the driving 
domain. Thus, the long-tail hypothesis holds that 
job displacement may be limited if a job requires 
performing several complementary or essential 
tasks that are hard to automate because the tasks 
are individually rarely encountered.

A challenge in studying the long-tail hypothe-
sis is to find a class of similar problems that can 
be ordered by how commonly they are encoun-
tered. We argue that the interpretation of chest 
X-rays for various pathologies offers such a 
class. Here, disease prevalence can be used to 
parametrize the long tail, as rarer diseases will 
have fewer training examples.

This paper examines whether self-supervised 
learning algorithms—which learn broadly 
because they do not require structured labels—
have diminished the advantage of human radiol-
ogists in diagnosing the long tail of diseases. 
Specifically, we compare the performance of 

2 A large literature in cognitive philosophy questions how 
humans establish knowledge with limited observation (see 
Russell 2009 for example), with some hypothesizing that 
aspects of human knowledge must be innate (see Chomsky 
1986 for example).

3 A similar idea within economics posits that the long tail 
of products together can account for a large fraction of total 
surplus (Waldfogel 2017).
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CheXzero (Tiu et al. 2022), a zero-shot algorithm 
for diagnosing chest pathologies, to human 
radiologists across 79 diseases. We compare the 
two to predictions from the CheXpert algorithm 
(Irvin et al. 2019), a traditional supervised deep 
learning algorithm capable of diagnosing 12 
chest pathologies. To examine the hypothesis that 
humans will remain relevant in the long tail of 
diseases, we study how the performance of these 
classifiers vary with disease prevalence.

I.  Background and Data

A. CheXzero versus CheXpert

CheXzero is a self-supervised learning method 
that detects diseases on chest X-rays directly 
from natural-language descriptions in clinical 
reports (Tiu et al. 2022). The model was trained 
on more than 377,000 chest X-rays and more than 
227,000 corresponding radiology reports from 
the MIMIC-CXR dataset (Johnson et al. 2019). 
CheXzero scores whether a positive or negative 
prompt for a pathology is a better pairing for 
the image to form a prediction. Tiu et al. (2022) 
show that this algorithm performs comparably to 
radiologists on a set of five diseases.

CheXpert is a supervised deep learning algo-
rithm trained on 224,316 radiographs from the 
Stanford hospital (Irvin et al. 2019). It predicts 
the presence of 12 pathologies that are explic-
itly labeled in the training data. It has previously 
been shown to match or surpass the performance 
of radiologists on the majority of diseases (Irvin 
et al. 2019; Agarwal et al. 2023).

B. Data Collection

We use data first reported in Agarwal et  al. 
(2023)––henceforth, AMRS. Our analysis focuses 
exclusively on the treatment arms where no AI 
assistance was provided as we seek to document 
the comparative performance of humans and AI 
across pathology prevalence rather than the use of 
AI by humans, which is the focus of AMRS.

Participants use a remote interface (see the 
online Appendix). The interface mimics clinical 
practice, but elicits structured data on 79 pathol-
ogies instead of free-text reports.4

4 AMRS also collect assessments for the presence of 
support devices/hardware and an assessment if the case is 
normal. We exclude these assessments.

We use data from 227 radiologists, each 
reading between 30 and 120 cases (average of 
46 cases) from a sample of 324 cases from the 
Stanford hospital. None of these cases are in the 
AI training sets. We refer readers to AMRS for 
details of the data collection.

II.  Human versus AI Performance

We compare AI and radiologist performance 
using the concordance statistic ​C​, which gen-
eralizes the area under the receiving operating 
characteristic curve (AUROC) to a continuous 
setting. ​​C​rt​​​ is defined as the share of concordant 
pairs: ​​C​rt​​  =  Pr​(​p​irt​​  > ​ p​​i ′ ​rt​​ | ​​p – ​​it​​  > ​​ p – ​​​i ′ ​t​​)​​, where ​i​, 
​r​ and ​t​ index cases, radiologists, and patholo-
gies, respectively. ​​​p – ​​it​​​ is the average probability 
assessment from a panel of radiologists special-
izing in chest radiology, which we call the con-
sensus probability.5 We average ​​C​rt​​​ across ​r​ to 
obtain ​​C​t​​​. ​​C​ t​ 

  A​​ denotes AI concordance. We use a 
block bootstrap for inference to account for cor-
relation within cases and radiologists.

Concordance measures the probability a clas-
sifier’s ranking of disease likelihood aligns with 
that of an experienced expert panel. The use of 
an expert panel mirrors approaches in computer 
science (see Sheng, Provost, and Ipeirotis 2008 
and references therein). The method circum-
vents the challenge, discussed in AMRS, that 
a definitive diagnostic test often does not exist. 
Although the consensus may err, higher concor-
dance implies greater fidelity to the aggregate 
opinion of experienced experts.

We choose concordance as a performance 
metric because it is invariant to prevalence and 
preferences. It is calculable even with no cases 
that are positive with high probability. This fea-
ture is vital in our context as 45 pathologies con-
tain no cases where the consensus probability 
exceeds 0.5. Concordance provides an informa-
tive signal about the performance of the clas-
sifier as long as there is some variation across 
cases in ​​​p – ​​it​​​.

A drawback of concordance is that it is an ordi-
nal measure of performance that does not imme-
diately result in treatment recommendations. 
Turning ordinal measures of disease risk into 
treatment recommendations requires estimates of 
the relative costs of various decisions (see Chan, 

5 We score ties ( ​​p​irt​​  =  ​p​​i ′ ​rt​​​) as 0.5 in computing ​​C​rt​​​.
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Gentzkow, and Yu 2022 and AMRS for exam-
ples within radiology).

An alternative performance measure we con-
sider in the online Appendix is the deviation 
from consensus probability, ​​|  ​p​irt​​ − ​​p – ​​it​​|​​. It is cal-
culable for all pathologies but is a misleading 
performance measure for rare diseases as there 
is less variance in ​​​p – ​​it​​​ and overestimates perfor-
mance in the long tail relative to concordance. 
Some conclusions are sensitive to the use of this 
alternative.

Table  1 summarizes the data and compares 
performance of human radiologists and AI algo-
rithms. Average prevalence is low at 2.4  per-
cent. The distribution of prevalence is heavily 
skewed. Radiologists perform worse than both 
algorithms. CheXpert performs slightly better 
than CheXzero on the 12 pathologies for which 
it has predictions.

III.  The Long Tail

Disease prevalence provides a measure to 
parameterize the long tail. Figure  1 plots the 
cumulative share of positive cases by pathol-
ogy to assess the importance of the long tail. We 
arrange pathologies so that those with CheXpert 
assessments appear first. Within the two groups, 
we order pathologies by prevalence. The 12 
pathologies with CheXpert assessments con-
stitute less than 60 percent of the overall prev-
alence. Thus, a significant proportion of key 
pathologies are not predicted by CheXpert.

We next examine if humans outperform AI 
for rare pathologies. Figure 2 compares human 
and AI performance across the 12 pathologies 
that have CheXpert predictions, grouped by low, 
medium, and high prevalence in our sample.

Both human and CheXpert performance 
increases with pathology prevalence. CheXpert 
displays the largest improvement between the 

low and medium prevalence bins. The difference 
in CheXpert performance in the low bin and both 
the medium and high bins is statistically signifi-
cant at the 1 percent level. Humans display mod-
est and statistically significant improvements 
as prevalence increases. CheXzero’s perfor-
mance is less sensitive to prevalence. Notably, 
CheXzero outperforms humans in all bins, pro-
viding initial evidence against the claim that 

Figure 1. Cumulative Share of Positive Cases

Notes: Cumulative share of positive cases by pathology. 
Pathologies are ordered from most prevalent to least, with 
CheXpert pathologies first.

Figure 2. Radiologists versus AI Performance

Notes: Average concordance by classifier for three prev-
alence bins. We limit our sample to pathologies with 
CheXpert reads, resulting in four pathologies per bin. The 
95 percent confidence intervals are block bootstrapped.

Table 1—Summary Statistics

Mean SD

Pathology prevalence 2.42 3.87
Radiologist concordance 0.58 0.06
CheXzero concordance 0.67 0.15
CheXpert concordance 0.72 0.12
Reads per radiologist 46.2

Notes: Summary statistics at the pathology level. CheXpert 
concordance uses 12 pathologies, while radiologist and 
CheXzero concordances use 79 pathologies.
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humans will remain relevant in the long tail of 
diseases.

Figure  3 shows how the average concor-
dance of these classifiers varies as the number 
of pathologies that are predicted increases. In 
each case, the concordance is set to 0.5 (random 
guess) for any pathology that is not assessed. 
Thus, the line ranges from 0.5 to the average 
concordance.

The performance in the long tail is critical 
for assessing the overall quality of a classifier 
(Figure 3). While CheXpert beats humans and 
matches CheXzero for its 12 pathologies, only 
being able to predict a smaller subset of pathol-
ogies hinders its overall performance. Across 
all pathologies, CheXpert’s concordance is less 
than 0.54, suggesting its performance is overesti-
mated when restricted to CheXpert pathologies.

Perhaps the most important takeaway from 
the figure is that CheXzero’s performance is sig-
nificantly higher than human performance, sug-
gesting that the AI may have humans beat even 
in the long tail (cf. Langlotz 2019). A note of 
caution on this conclusion is that although con-
cordance is a reasonable metric for comparing 
classifiers, it is an ordinal metric for comparing 
algorithms. Converting ordinal algorithmic out-
put to diagnostic decisions requires additional 
steps, including determining an appropriate 

decision threshold. This is particularly challeng-
ing for rare pathologies.

IV.  Conclusion

While supervised machine learning algo-
rithms have surpassed human performance in 
specific prediction tasks, humans may continue 
to add value because of their superior ability 
to deal with uncommon cases—the long tail. 
Zero-shot learning algorithms attempt to make 
progress in the long tail by avoiding the need for 
large datasets with specifically annotated labels.

We studied the long-tail hypothesis in the 
iconic example of radiological diagnosis. Our 
results show that self-supervised algorithms 
have surpassed human radiologists in the long 
tail of diseases in terms of predictive ability, pro-
viding evidence against the long-tail hypothesis 
at least in the interpretation of chest X-rays.

Yet, there are hurdles remaining before 
algorithms––even those based on zero-shot 
learning methods––are deployed or result in job 
displacement. The output of the algorithm does 
not immediately yield probabilities, recommen-
dations, or decisions. These and other technical 
and regulatory hurdles need to be circumvented 
before AI displaces human chest X-ray interpre-
tations. Moreover, prediction is just one task in a 
job (Agrawal, Gans, and Goldfarb 2019). For this 
and other reasons, it is possible that these tools 
will assist humans, as opposed to replace them. 
To the extent that humans remain in the loop, 
there are a number of important economic issues 
surrounding the use of AI predictions by humans 
(cf. AMRS; Angelova, Dobbie, and Yang 2022). 
It is also possible that an important role of human 
expertise may be generating high-quality data for 
training algorithms or auditing their outputs. In 
our opinion, understanding factors that determine 
the optimal way of combining human expertise 
and the use or training of AI tools is a fruitful ave-
nue for research in economics—these issues are 
central to how AI tools should be incorporated 
into workflows and how they reshape jobs.
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