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Abstract

This paper gives identification and estimation results for marginal effects in nonlinear panel
models. We find that linear fixed effects estimators are not consistent, due in part to marginal
effects not being identified. We derive bounds for marginal effects and show that they can tighten
rapidly as the number of time series observations grows. We also show in numerical calculations
that the bounds may be very tight for small numbers of observations, suggesting they may be
useful in practice. We propose two novel inference methods for parameters defined as solutions
to linear and nonlinear programs such as marginal effects in multinomial choice models. We
show that these methods produce uniformly valid confidence regions in large samples. We give

an empirical illustration.



1 Introduction

Marginal effects are commonly used in practice to quantify the effect of variables on an outcome
of interest. They are known as average treatment effects, average partial effects, and average
structural functions in different contexts (e.g., see Wooldridge, 2002, Blundell and Powell, 2003).
In panel data marginal effects average over unobserved individual heterogeneity. Chamberlain
(1984) gave important results on identification of marginal effects in nonlinear panel data using
control variable. Our paper gives identification and estimation results for marginal effects in
panel data under time stationarity and discrete regressors.

It is sometimes thought that marginal effects can be estimated using linear fixed effects,
as shown by Hahn (2001) in an example and Wooldridge (2005) under strong independence
conditions. It turns out that the situation is more complicated. The marginal effect may not
be identified. Furthermore, with a binary regressor, the linear fixed effects estimator uses the
wrong weighting in estimation when the number of time periods 1" exceeds three. We show
that correct weighting can be obtained by averaging individual regression coefficients, extending
a result of Chamberlain (1982). We also derive nonparametric bounds for the marginal effect
when it is not identified and when regressors are either exogenous or predetermined conditional
on individual effects.

The nonparametric bounds are quite simple to compute and to use for inference but can
be quite wide when T is small. We also consider bounds in semiparametric multinomial choice
models where the form of the conditional probability given regressors and individual effects is
specified. We find that the semiparametric bounds can be quite tight in binary choice models
with additive heterogeneity.

We also give theorems showing that the bounds can tighten quickly as T' grows. We find
that the nonparametric bounds tighten exponetially fast when conditional probabilities of certain
regressor values are bounded away from zero. We also find that in a semiparametric logit model
the bounds tighten nearly that fast without any restriction on the distribution of regressors.

These results suggest how the bounds can be used in practice. For large T the nonparametric
bounds may provide useful information. For small T', bounds in semiparametric models may
be quite tight. Also, the tightness of semiparametric bounds for small 7" makes it feasible to
compute them for different small time intervals and combine results to improve efficiency. To
illustrate their usefulness we provide an empirical illustration based on Chamberlain’s (1984)
labor force participation example.

We also develop estimation and inference methods for semiparametric multinomial choice
models. The inferential problem is rather challenging. Indeed, the programs that characterize

the population bounds on model parameters and marginal effects are very difficult to use for



inference, since the data-dependent constraints are often infeasible in finite samples or under
misspecification, which produces empty set estimates and confidence regions. We overcome these
difficulties by projecting these data-dependent constraints onto the model space, thus producing
an always feasible data-dependent constraint set. We then propose linear and nonlinear pro-
gramming methods that use these new modified constraints. Our inference procedures have the
appealing justification of targeting the true model under correct specification and targeting the
best approximating model under incorrect specification. We develop two novel inferential pro-
cedures, one called modified projection and another perturbed bootstrap, that produce uniformly
valid inference in large samples. These methods may be of substantial independent interest.

This paper builds on Honoré and Tamer (2006) and Chernozhukov, Hahn, and Newey (2004).
These papers derived bounds for slope coefficients in autoregressive and static models, respec-
tively. Here we instead focus on marginal effects and give results on the rate of convergence
of bounds as T' grows. Moreover, the identification results in Honoré and Tamer (2006) and
Chernozhukov, Hahn, and Newey (2004) characterize the bounds via linear and non-linear pro-
grams, and thus, for the reasons we stated above, they cannot be immediately used for practical
estimation and inference. We propose new methods for estimation and inference, which are prac-
tical and which can be of interest in other problems, and we illustrate them with an empirical
application.

Browning and Carro (2007) give results on marginal effects in autoregressive panel models.
They find that more than additive heterogeneity is needed to describe some interesting appli-
cation. They also find that marginal effects are not generally identified in dynamic models.
Chamberlain (1982) gives conditions for consistent estimation of marginal effects in linear corre-
lated random coefficient models. Graham and Powell (2008) extend the analysis of Chamberlain
(1982) by relaxing some of the regularity conditions in models with continuous regressors.

In semiparametric binary choice models Hahn and Newey (2004) gave theoretical and simu-
lation results showing that fixed effects estimators of marginal effects in nonlinear models may
have little bias, as suggested by Wooldridge (2002). Ferndndez-Val (2008) found that averaging
fixed effects estimates of individual marginal effects has bias that shrinks faster as T" grows than
does the bias of slope coefficients. We show that, with small T, nonlinear fixed effects consis-
tently estimates an identified component of the marginal effects. We also give numerical results
showing that the bias of fixed effects estimators of the marginal effect is very small in a range
of examples.

The bounds approach we take is different from the bias correction methods of Hahn and
Kuersteiner (2002), Alvarez and Arellano (2003), Woutersen (2002), Hahn and Newey (2004),
Hahn and Kuersteiner (2007), and Ferndndez-Val (2008). The bias corrections are based on large

T approximations. The bounds approach takes explicit account of possible nonidentification for



fixed T'. Inference accuracy of bias corrections will depend on T' being the right size relative to
the number of cross-section observations n, while inference for bounds does not.

In Section 2 we give a general nonparametric conditional mean model with correlated unob-
served individual effects and analyze the properties of linear estimators. Section 3 gives bounds
for marginal effects in these models and results on the rate of convergence of these bounds as
T grows. Section 4 gives similar results, with tighter bounds, in a binary choice model with a
location shift individual effect. Section 5 gives results and numerical examples on calculation of
population bounds. Section 6 discusses estimation and Section 7 inference. Section 8 gives an

empirical example.

2 A Conditional Mean Model and Linear Estimators

The data consist of n observations of time series Y; = (Yi1, ..., Yir) and X; = [X;1, ..., X;7], for a
dependent variable Yj; and a vector of regressors X;;. We will assume throughout that (Y3, X;),
(i = 1,...,n), are independent and identically distributed observations. A case we consider in
some depth is binary choice panel data where Y;; € {0,1}. For simplicity we also give some
results for binary X;;, where X;; € {0,1}.

A general model we consider is a nonseparable conditional mean model as in Wooldridge

(2005). Here there is an unobserved individual effect a; and a function m(z, a) such that
E[Y;t ’ XZ‘,O@] :m(Xit,ai),(t: 1,...,T). (1)

The individual effect «; may be a vector of any dimension. For example, «; could include

individual slope coefficients in a binary choice model, where Y;; € {0,1}, F(-) is a CDF, and
Pr(Yy = 1| Xi, ;) = E[Yy | X4, o] = F(Xjyi2 + 1),

Such models have been considered by Browning and Carro (2007) in a dynamic setting. More
familiar models with scalar a; are also included. For example, the binary choice model with an

individual location effect has
Pr(Yi = 1] Xi, ;) = E[Yie | Xy, 0] = F(X, 0" + i)

This model has been studied by Chamberlain (1980, 1984, 1992), Hahn and Newey (2004), and
others. The familiar linear model E[Y | X;, oy] = X[,5* + «; is also included as a special case
of equation (1).

For binary X;; € {0, 1} the model of equation (1) reduces to the correlated random coefficients
model of Chamberlain (1982). For other X;; with finite support that does not vary with ¢ it is

a multiple regression version of that model.



The two critical assumptions made in equation (1) are that X; is strictly exogenous con-
ditional on a and that m(x,«) does not vary with time. We consider identification without
the strict exogeneity assumption below. Without time stationarity, identification becomes more
difficult.

Our primary object of interest is the marginal effect given by

_ JIm(&,a) — m(z, 0)]Q*(dov)
po = D ,

where Z and Z are two possible values for the X;; vector, @* denotes the marginal distribution
of a, and D is the distance, or number of units, corresponding to £ — Z. This object gives the
average, over the marginal distribution, of the per unit effect of changing x from z to x. It is the
average treatment effect in the treatment effects literature. For example, suppose = = (Zy, a:’2)’
where Z; is a scalar, and & = (#1,25%)". Then D = #; — Z; would be an appropriate distance
measure and

f[m(i‘l,xg, a) —m(Zy,x9, a)|Q*(da)

o = e ;
Ty — 1

would be the per unit effect of changing the first component of X;;. Here one could also consider
averages of the marginal effects over different values of xs.
For example, consider an individual location effect for binary Yj; where m(z, o) = F(2/5* +

«). Here the marginal effect will be
po =Dt [[P@5 +0) - @ +)Q (da).

The restrictions this binary choice model places on the conditional distribution of Y;; given X;
and «a; will be useful for bounding marginal effects, as further discussed below.

In this paper we focus on the discrete case where the support of X; is a finite set. Thus, the
events X;; = & and X;; = ¥ have positive probability and no smoothing is required. It would
also be interesting to consider continuous Xj; .

Linear fixed effect estimators are used in applied research to estimate marginal effects. For
example, the linear probability model with fixed effects has been applied when Yj; is binary.
Unfortunately, this estimator is not generally consistent for the marginal effect. There are
two reasons for this. The first is the marginal effect is generally not identified, as shown by
Chamberlain (1982) for binary X;;. Second, the fixed effects estimator uses incorrect weighting.

To explain, we compare the limit of the usual linear fixed effects estimator with the marginal
effect po. Suppose that X; has finite support {X',..., XX} and let Q7 (a) denote the CDF of

the distribution of a conditional on X; = X*. Define

= / m(z, ) — m(7,a)]QL(da)/D, Py = Pr(Xi — X¥).



This py is the marginal effect conditional on the entire time series X; = [Xj1,..., X;7|" being

equal to X*. By iterated expectations,

K
po = Prbik. (2)
k=1

We will compare this formula with the limit of linear fixed effects estimators.

An implication of the conditional mean model that is crucial for identification is
BV | X = X") = [ m(xX},0)Qi(da). Q

This equation allows us to identify some of the ui from differences across time periods of iden-
tified conditional expectations.
To simplify the analysis of the linear fixed effect estimator we focus on binary X;; € {0,1}.

Consider f3,, from least squares on
§/7;t - thﬂ + Vi + Vit (t = 17 7T7/L = ]-7 ceey n))

where each v; is estimated. This is the usual within estimator, where for X; = Zthl Xiu/T,

- Zz‘,t(Xi - Xi)Yi

v Zi,t(Xi _Xi)Q .

Here the estimator of the marginal effect is just Bw. To describe its limit, let 78 = #{t : X} =

1}/T and of = r*(1 — r*) be the variance of a binomial with probability r*.

THEOREM 1: If equation (1) is satisfied, (X;,Y;) has finite second moments, and Zle Proi >

0, then
B, Z;ﬁ%{l Pkai,uk‘ )
> i1 Proy;

This result is similar to Angrist (1998) who found that, in a treatment effects model in
cross section data, the partially linear slope estimator is a variance weighted average effect.
Comparing equations (2) and (4) we see that the linear fixed effects estimator converges to a
weighted average of uy, weighted by 0,%, rather than the simple average in equation (2). The
weights are never completely equal, so that the linear fixed effects estimator is not consistent
for the marginal effect unless how pu; varies with k is restricted. Imposing restrictions on how
i, varies with k amounts to restricting the conditional distribution of o; given X;, which we are
not doing in this paper.

One reason for inconsistency of Bw is that certain uj receive zero weight. For notational
purposes let X! = (0,...,0)" and XX = (1,...,1) (where we implicitly assume that these are

included in the support of X;). Note that a% = 0%( = 0 so that pup and pg are not included in



the weighted average. The explanation for their absence is that p; and pux are not identified.
These are marginal effects conditional on X; equal a vector of constants, where there are no
changes over time to help identify the effect from equation (3). Nonidentification of these effects
was pointed out by Chamberlain (1982).

Another reason for inconsistency of Bw is that for T' > 4 the weights on p will be different

k varies for k ¢ {1, K} except when

than the corresponding weights for pg. This is because r
T=2orT=23.

This result is different from Hahn (2001), who found that B, consistently estimates the
marginal effect. Hahn (2001) restricted the support of X; to exclude both (0,...,0)" or (1,...,1)’
and only considered a case with T = 2. Thus, neither feature that causes inconsistency of Bw
was present in that example. As noted by Hahn (2001), the conditions that lead to consistency
of the linear fixed effects estimator in his example are quite special.

Theorem 1 is also different from Wooldridge (2005). There it is shown that if b; = m(1, ;) —
m(0, o;) is mean independent of X;; — X; for each ¢ then linear fixed effects is consistent. The
problem is that this independence assumption is very strong when Xj;; is discrete. Note that
for T = 2, X;2 — X; takes on the values 0 when X; = (1,1) or (0,0), —1/2 when X; = (1,0),
and 1/2 when X; = (0,1). Thus mean independence of b; and X;o — X; actually implies that
po = pz and that these are equal to the marginal effect conditional on X; € {X!, X*}. This
is quite close to independence of b; and X;, which is not very interesting if we want to allow
correlation between the regressors and the individual effect.

The lack of identification of 1 and pux means the marginal effect is actually not identified.
Therefore, no consistent estimator of it exists. Nevertheless, when m(x, «) is bounded there are
informative bounds for pg, as we show below.

The second reason for inconsistency of B, can be corrected by modifying the estimator.
In the binary X;; case Chamberlain (1982) gave a consistent estimator for the identified effect
wr = Zsz_Ql Prpix/ Zsz_zl Pi.. The estimator is obtained from averaging across individuals the

least squares estimates of 3; in
Yit = Xltﬂl + Vi + Vit, (t = 17 7T7Z = ]-7 ceey TZ),

For s2, = S°1 (X — X;)? and n* = 327 1(s2; > 0), this estimator takes the form

~ 1 & T X, — XY
0= — 1(332m, > 0) Zt:l( zt2 z) zt.
i Sti

This is equivalent to running least squares in the model

Yie = BeXit + i + vit, (5)



for individuals with X; = X*, and averaging Bk over k weighted by the sample frequencies of
Xk,

The estimator B of the identified marginal effect u; can easily be extended to any discrete
X;t. To describe the extension, let d;; = (X = 3),dy = 1( Xy = T), 74 = Zthl czit/T, T, =
ZZ;I dit/T, and n* = Y"1 | 1(7; > 0)1(7; > 0). The estimator is given by

j_ ni 1(7 > 0)1(F; > 0)]

=1

S diYa Y duYa
Tr; Tr;

!

This estimator extends Chamberlain’s (1982) estimator to the case where X;; is not binary.

To describe the limit of the estimator B in general, let K* = {k :there is £ and f such that
X tk = T and th“ = Z}. This is the set of possible values for X; where both  and Z occur for
at least one time period, allowing identification of the marginal effect from differences. For all
other values of k, either £ or  will be missing from the observations and the marginal effect
will not be identified. In the next Section we will consider bounds for those effects.

THEOREM 2: If equation (1) is satisfied, (X;,Y;) have finite second moments and ) ;. i« Pr >
0, then

B =Y Pk,
kelC*

where P = Pr/ Y peicr Pk

Here B is not an efficient estimator of uy for T' > 3, because B is least squares over time,
which does not account properly for time series heteroskedasticity or autocorrelation. An efficient
estimator could be obtained by a minimum distance procedure, though that is complicated. Also,
one would have only few observations to estimate needed weighting matrices, so its properties
may not be great in small to medium sized samples. For these reasons we leave construction of
an efficient estimator to future work.

To see how big the inconsistency of the linear estimators can be we consider a numerical

example, where X;; € {0,1} is i.i.d across ¢ and ¢, Pr(X;; = 1) = px, ni¢ is i.i.d. N(0,1),

Vie = U Xt +a; + i > 0), o = VT(Xi — px)/vpx(1 —px).

Here we consider the marginal effect for z =1,z = 0, D = 1, given by

o = / [B(1+a) - $()]Q* (da).

Table 1 and Figure 1 give numerical values for (8, — po)/mo and (5 — o)/ uo for several values
of T and py, where 3, = plim 3, and 3 = plim £3.
We find that the biases (inconsistencies) can be large in percentage terms. We also find that

biases are largest when px is small. In this example, the inconsistency of fixed effects estimators



of marginal effects seems to be largest when the regressor values are sparse. Also we find that
differences between the limits of B and 3, are larger for larger T', which is to be expected due

to the weights differing more for larger 7.

3 Bounds in the Conditional Mean Model

Although the marginal effect g is not identified it is straightforward to bound it. Also, as we
will show below, these bounds can be quite informative, motivating the analysis that follows.

Some additional notation is useful for describing the results. Let
—k _ - R v
my = E[Yy | X; = X"]/D

be the identified conditional expectations of each time period observation on Y;; conditional on
the k" support point. Also, let A(a) = [m(Z, ) — m(Z, )] /D. The next result gives identifi-

cation and bound results for uy, which can then be used to obtain bounds for pyg.
LEMMA 3: Suppose that equation (1) is satisfied. If there is t and t such that Xf =2 and

Xé“ =T then

Suppose that By < m(z,a)/D < B,. If there is t such that ka =T then

m

o

_Bugﬂkgmif_Bé-
Also, if there is t}, such that Xf = T then
By —myj < i < By —mf.

Suppose that A(a) has the same sign for all o. Then if for some k there is t and t such that
Xk =% and Xf = Z, the sign of A(«) is identified. Furthermore, if A(«a) is positive then the

t
lower bounds may be replaced by zero and if A(«) is negative then the upper bounds may be

replaced by zero.

The bounds on each pj can be combined to obtain bounds for the marginal effect pg. Let

K = {k:thereis f such that Xf = & but no  such that X* = z},
K = {k: there is  such that Xf = Z but no ¢ such that XF = z}.

Also, let P(z) = Pr(X; : Xy # & and X;; # & Vt). The following result is obtained by
multiplying the £* bound in Lemma 4 by P}, and summing.



THEOREM 4: If equation (1) is satisfied and By < m(x,a)/D < By, then py < po < i, for

pe = PYBe—Bu)+ > Pu(mf—Bu)+ > Pu(Be—my)+ > Pritr,
kek kek kel

pu = PYUBu—Bo)+ Y Pe(mf—B)+ > Pu(Bu—mf)+ Y Prpik:
kek kek keKr

If A(«) has the same sign for all « and there is some k* such that X?* =ZI and Xf* =1z, the
sign of o is identified, and if po >0 (< 0) then e (pu) can be replaced by > i Pritk

An estimator can be constructed by replacing the probabilities by sample proportions Py, =
S U(Xs=XF)/mand PO =1-3", ¢ Py —> ek Pr — Ypexcr P and each mf by

n

n
my =1(n* >0)) 1(X; = X5)Yy/mF n* =5 1(X; = X).
=1

=1

Estimators of the upper and lower bound respectively are given by

fu = P°(By—By)+ > Pi(mf —Bu)+ Y _ Pu(By—mf) + (n"/n)B,
kek kek

fu = PY%(Bu—By)+ Y Pelmf —Bo)+ Y Pu(Bu—1itf) + (n"/n)B.
kek kek

The bounds jiy and fi,, will be jointly asymptotically normal with variance matrix that can be
estimated in the usual way, so that set inference can be carried out as described in Chernozhukov,
Hong, and Tamer (2007), or Beresteanu and Molinari (2008).

As an example, consider the binary X case where X;; € {0,1}, # =1, and = 0. Let XX
denote a T x 1 unit vector and X! be the T x 1 zero vector, assumed to lie in the support of
X;. Here the bounds will be

pe = Pr(mf —By)+Pi(Be—mi)+ Y P, (6)
1<k<K

pu = Pr(mf —B)+Pi(Bu—mi)+ Y Pr.
1<k<K

It is interesting to ask how the bounds behave as T grows. If the bounds converge to ug as
T goes to infinity then pg is identified for infinite T'. If the bounds converge rapidly as T' grows
then one might hope to obtain tight bounds for T" not very large. The following result gives a

simple condition under which the bounds converge to g as T grows.

THEOREM b5: If equation (1) is satisfied, By < m(xz,a)/D < B, )_()l = (Xi1, Xi2,...) is
stationary and, conditional on «;, the support of each X;: is the marginal support of X and

)_()i is ergodic. Then py — po and p, — po as T — oo.



This result gives conditions for identification as T" grows, generalizing a result of Chamberlain
(1982) for binary X;;. In addition, it shows that the bounds derived above shrink to the marginal
effect as T grows. The rate at which the bounds converge in the general model is a complicated
question. Here we will address it in an example and leave general treatment to another setting.

The example we consider is that where X;; € {0,1}.

THEOREM 6: If equation (1) is satisfied, By < m(z,a)/D < B, and )?; is stationary and
Markov of order J conditional on «; then for pi = Pr(Xu = 0|1 X1 = -+ = Xi1—y = 0,0)
and sz = PI‘(Xit = 1|Xi,t71 == Xi,th = 1, Oéi)

max{|pee — piol, |t — pol} < (Bu — BO)E[(p})" " + (pf)" .

If there is € > 0 such that p% <1l—c¢€and piK <1-—¢ then

max{|ue — pols [ — pol} < (Bu — Bo)2(1 =)' 7.
If there is a set A of «; such that Pr(A) > 0 and either Pr(Xjp =---=X;;=0|a;) >0 for
i €A and p; =1 forall a; €A, or Pr(Xy=-=X;y=1]aq;) >0 for a; €A and

pK =1, then e+ po, or p - po.

When the conditional probabilities that X;; is zero or one are bounded away from one the
bounds will converge at an exponential rate. We conjecture that an analogous result could be
shown for general X;;. The conditions that imply that one of the bounds does not converge
violates a hypothesis of Theorem 5, that the conditional support of X;; equals the marginal
support. Theorem 6 shows that in this case the bounds may not shrink to the marginal effect.

The bounds may converge, but not exponentially fast, depending on P(«;) and the distri-
bution of «;. For example, suppose that X;; = 1(a; — e > 0), a; ~ N(0,1), g;¢ ~ N(0,1), with

«; i.i.d. over 7, and g4 i.i.d. over ¢t and independent of ;. Then

(I)(a)T—l-l]"‘OO— 1
T+1 ST+

Pic = El@(a)T) = [ @) o(a)da = |

—o0
In this example the bounds will converge at the slow rate 1/T". More generally, the convergence
rate will depend on the distribution of p} and piK .

It is interesting to note that the convergence rates we have derived so far depend only on
the properties of the joint distribution of (Xj, a;), and not on the properties of the conditional
distribution of Y; given (X;, ;). This feature of the problem is consistent with us placing no
restrictions on m(z, «). In Section 5 we find that the bounds and rates may be improved when

the conditional distribution of Y; given (X, ;) is restricted.

10



4 Predetermined Regressors

The previous bound analysis can be extended to cases where the regressor X;; is just prede-
termined instead of strictly exogenous. These cases cover, for example, dynamic panel models
where X;; includes lags of Yj;. To describe this extension let X;(t) = [Xj1, ..., Xit]' and suppose
that

E[Yi| Xi(t), o] = m(Xi, i), (t=1,...,T). (7)

For example, this includes the heterogenous, dynamic binary choice model of Browning and
Carro (2007), where Yj; € {0,1} and X = Y ;1.

As before, the marginal effect is given by poy = [[m(Z, a)—m(z, a)]Q* (da)/ D for two different
possible values Z and Z of the regressors and a distance D. Also, as before, the marginal effect
will have an identified component and an unidentified component. The key implication that is

used to obtain the identified component is

E[YalXi(t / m(X,(1), ) Q" (da| Xi(t) = X (1)), (8)

where X (t) = [X1, ..., X3]'.

Bounds are obtained by partitioning the set of possible X; into subsets that can make
use of the above key implication and a subset where bounds on m(x,«a)/D are applied. The
key implication applies to subsets of the form X'(z) = {X : X; = x, Xs # x Vs < t},
that is a set of possible X; vectors that have z as the ' component and not as any previous
components. The bound applies to the same subset as before, that where x never appears, given
by X(z) = {X : X; # x Vt}. Together the union of X*(z) over all t and X (z) constitute a
partition of possible X vectors. Let P(z) = Pr(X; € X'(x)) be the probability that none of the
components of X; is equal to = and

T

8o = E[)_{1(X; € X'(#)) - L(X; € X'(2))}Yi] /D

t=1

Then the key implication and iterated expectations give
THEOREM 7: If equation (7) is satisfied and By < m(z,a)/D < By, then g < po < piy, for

pie = 60 + BeP (&) — B,/P(Z), pu = 0o+ B,P(Z) — B(P(Z). (9)

As previously, estimates of these bounds can be formed from sample analogs. Let P(z) =
>, 1(X; € X(x))/n and

n

T
0= 3 [L(X; € X(&)) - L(X; € X(2))]Ya/(nD).

i=1 t=1

11



The estimates of the bounds are given by
fie = 6 + BeP(%) — B,P(&), fiu =0+ B,P(i)— ByP(Z).

Inference using these bounds can be carried out analogously to the strictly exogenous case.
An important example is binary Y;; € {0,1} where X;; = Y;; 1. Here B, = 1 and B, = 0,

so the marginal effect is
po = [[Pr(¥ie = Y001 = 1) = Pr(Yie = ¥iso1 = 0,0)]Q" (d),

i.e., the effect of the lagged Y; ;1 on the probability that Y;; = 1, holding «; constant, averaged
over «;. In this sense the bounds provide an approximate solution to the problem considered
by Feller (1943) and Heckman (1981) of evaluating duration dependence in the presence of

unobserved heterogeneity. In this example the bounds estimates are
[M:S—p(o)’ ﬂu:8+p(1). (10)

The width of the bounds is P(0) + P(1), so although these bounds may not be very informative
in short panels, in long panels, where P(0) + P(1) is small, they will be.

Theorems 5 and 6 on convergence of the bounds as T" grows apply to py and pu,, from equation
(9), since the bounds have a similar structure and the convergence results explicitly allow for
dependence over time of Xj; conditional on «;. For example, for Y;; € {0,1} and X = Yj; 1,
equation (7) implies that Y;; is Markov conditional on «; with J = 1. Theorem 5 then shows that
the bounds converge to the marginal effect as T" grows if 0 < Pr(Y;; = 1]a;;) < 1 with probability
one. Theorem 6 also gives the rate at which the bounds converge, e.g. that will be exponential
if Pr(Yy = 1|Y;;—1 = 1,4) and Pr(Yy = 0]Y;—1 = 0, ) are bounded away from one.

It appears that, unlike the strictly exogenous case, there is only one way to estimate the
identified component dyg. In this sense the estimators given here for the bounds should be
asymptotically efficient, so there should be no gain in trying to account for heteroskedasticity
and autcorrelation over time. Also, it does not appear possible to obtain tighter bounds when

monotonicity holds, because the partition is different for £ and z

5 Semiparametric Multinomial Choice

The bounds for marginal effects derived in the previous sections did not use any functional
form restrictions on the conditional distribution of Y; given (X;,«;). If this distribution is
restricted one may be able to tighten the bounds. To illustrate we consider a semiparametric
multinomial choice model where the conditional distribution of ¥; given (X;, a;) is specified and

the conditional distribution of «; given X; is unknown.
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We assume that the vector Y; of outcome variables can take J possible values Y1, ... Y.

As before, we also assume that X; has a discrete distribution and can take K possible values

X1, ..., X% Suppose that the conditional probability of ¥; given (X;, as) is
Pr(Y; = Y7 | X; = X*, ;) = LY | X*, 0, 8%)

for some finite dimensional $* and some known function £. Let @}, denote the unknown condi-
tional distribution of oy given X; = X*. Let Pji denote the conditional probability of ¥; = Y
given X; = X*. We then have

P = /c (Yj | Xk,a,ﬁ*> QL (da),(f=1,...Jk=1,.., K), (11)

where Pji is identified from the data and the right hand side are the probabilities predicted
by the model. This model is semiparametric in having a likelihood £ that is parametric and
conditional distributions @7 for the individual effect that are completely unspecified. In general
the parameters of the model may be set identified, so the previous equation is satisfied by a set
of values B that includes 3* and a set of distributions for @}, that includes @}, for k =1,..., K.
We discuss identification of model parameters more in detail in next section. Here we will focus
on bounds for the marginal effect when this model holds.

For example consider a binary choice model where Yj; € {0,1}, Yi1, ..., Y;r are independent

conditional on (X;, «;), and
Pr(Yy = 1| Xi, i, 8) = F(X;, 8+ o) (12)

for a known CDF F(-). Then each Y7 consists of a 7' x 1 vector of zeros and ones, so with

J = 2T possible values. Also,

T
LY | Xi00,8) = [[ F(X78+ i) [1 = F(X},8 + as)]' V0.
t=1

The observed conditional probabilities then satisfy

T . .
Pik = / {HF(Xf'ﬁ* +a)" 1 - F(Xf'" +a>]1—yf}cz;; (do), (G =1, 2" k=1, ., K).
t=1

As discussed above, for the binary choice model the marginal effect of a change in X;; from

Z to &, conditional on X; = X%, is
pe = D71 /[F (7B + ) — F (26" + 0)]Q(d), (13)

for a distance D. This marginal effect is generally not identified. Bounds can be constructed

using the results of Section 3 with By = 0 and B, = 1, since m(z,«) = F(2/f* + «) € [0,1].
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Moreover, in this model the sign of A(a) = D™Y[F(#'8* + a) — F(z'3* + a)] does not change
with «, so we can apply the result in Lemma 3 to reduce the size of the bounds. These bounds,
however, are not tight because they do not fully exploit the structure of the model. Sharper
bounds are given by

j, = mingepo, DL [IF (#8 +a) — F (& + a)|Qx (da) "

st Py= L (V7| X, 0, 8) Qp (da) Vi,

and
i = maxgepQ, D7 [[F (&6 +a) — F (78 + )|Qy (da)
st. Pip=[L (Yj | Xk,a,ﬂ) Qr (da) Yj.

In the next sections we will discuss how these bounds can be computed and estimated. Here we

(15)

will consider how fast the bounds shrink as T grows.

First, note that since this model is a special case of (more restricted than) the conditional
mean model, the bounds here will be sharper than the bounds previously given. Therefore, the
bounds here will converge at least as fast as the previous bounds. Imposing the structure here
does improve convergence rates. In some cases one can obtain fast rates without any restrictions
on the joint distribution of X; and «;.

We will consider carefully the logit model and leave other models to future work. The logit
model is simpler than others because §* is point identified. In other cases one would need to
account for the bounds for 5*. To keep the notation simple we focus on the binary X case,
Xit € {0,1}, where 2 =1 and z = 0. We find that the bounds shrink at rate 77" for any finite

r, without any restriction on the joint distribution of X; and «;.
THEOREM 8: For k=1 or k=K and for any r >0, as T — o0,

fir — 1, = O(T™"),

Fixed effects maximum likelihood estimators (FEMLES) are a common approach to estimate
model parameters and marginal effects in multinomial panel models. Here we compare the
probability limit of these estimators to the identified sets for the corresponding parameters.
The FEMLE treats the realizations of the individual effects as parameters to be estimated. The

corresponding population problem can be expressed as

K J
B = argmaxs 3 P> Pyrlog £ (v | X¥,a5(8). 5) (16)
k=1 j=1
where
aji(B) = argmax, log £ (Yj | Xk,a,ﬂ) Vi, k. (17)
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Here, we first concentrate out the support points of the conditional distributions of o and then
solve for the parameter .
Fixed effects estimation therefore imposes that the estimate of QQ; has no more than J points

of support. The distributions implicitly estimated by FE take the form

Pk, for a = a;i(B);

0, otherwise.

Qrpla) = { (18)
The following example illustrates this point using a simple two period model. Consider a two-
period binary choice model with binary regressor and strictly increasing and symmetric CDF,

ie, F(—z) =1— F(x). In this case the estimand of the fixed effects estimators are

—00, if Y7 = (0,0);
aje(B) = —B(XT + X§)/2, if Y7 = (1,0) or Y7 = (0,1); (19)
00, if Y7 =(1,1),

and the corresponding distribution for « has the form

Pr{Y = (0,0) | X*}, it @ = —o0;
Qrs(@) = Pr{Y = (1,0) | XF} + Pr{Y = (0,1) | X*}, if @ = —B(XF + XF¥)/2; (20)
Pr{Y = (1,1) | X*}, if o = o0.

This formulation of the problem is convenient to analyze the properties of nonlinear fixed
effects estimators of marginal effects. Thus, for example, the estimator of the marginal effect iy,

takes the form:
(0 = D [IF@ 5+ ) - FB + ) Quate) (21)

The average of these estimates across individuals with identified effects is consistent for the
identified effect gy when X is binary. This result is shown here analytically for the two-period

case and through numerical examples for 7' > 3.

THEOREM 9: If F'(z) > 0, F(—z) = 1 — F(z), and Y 5'Pp > 0, then, for P} =
Pl Yz P

K-1 ~
fir =y Pri(B) = pr.
k=2

For not identified effects the nonlinear fixed effects estimators are usually biased toward zero,
introducing bias of the same direction in the fixed effect estimator of the average effect pg if

there are individuals with not identified effects in the population. To see this consider a logit
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model with binary regressor, X* = (0,0), Z = 0 and # = 1. Using that 8 = 26* (Andersen,
1973) and F'(z) = F(z)(1 — F(x)) < 1/4, we have

)| = |F@ —F(O)\[P{qu,c»|X’f}+P{Y=<o,1>|X’“}]

IN

32| [ P@)F(1 - a)Qu(da) = |EI5"F'(a5" + o) | X = X*1| = .

This conjecture is further explored numerically in the next section.

6 Characterization and Computation of Population Bounds

6.1 Identification Sets and Extremal Distributions

We will begin our discussion of calculating bounds by considering bounds for the parameter
B. Let Ljk(8,Qk) == [L (Yj ] Xk,oz,ﬂ) Qk(da) and @ = (Q1,...,QK). For the subsequent

inferential analysis, it is convenient to consider a quadratic loss function

ﬁ?Q P Zw]k ]k - jk‘(/Ba Qk)) ) (22)

where w;i(P) are positive weights. By the definition of the model in (11), we can see that
(6*,Q%*) is such that
T(B,Q;P) 2T (B, Q% P) =0,
for every (3,Q). For T'(;P) := infg T'(, Q; P), this implies that
T(B;P) 2T (8% P) =0,
for every 3. Let B be the set of #’s that minimizes T'(5; P), i.e.,
B:={8:T(3;P)=0}.

Then we can see that 8* € B. In other words, 8* is set identified by the set B.
It follows from the following lemma that one needs only to search over discrete distributions

for @ to find B. Note that

LEMMA 10: If the support C of «; is compact and L (Yj | Xk,oz,ﬁ) is continuous in « for
each 3, j, and k, then, for each B € B and k, a solution to

Qrp = arg mlnzw]k — Lik(B3,Qr))?

exists that is a discrete distribution with at most J points of support, and L;ji(3,Qrs) = Pjk,
Vi, k.
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Another important result is that the bounds for marginal effects can be also found by search-
ing over discrete distributions with few points of support. We will focus on the upper bound 7,

defined in (15); an analogous result holds for the lower bound g, in (14).

LEMMA 11: If the support C of «; is compact and L (Yj | Xk,a,ﬁ) s continuous in « for
each B, j, and k, then, for each 8 € B and k, a solution to

ng = arg nézlx D! /[F(j}’ﬁ +a) = F(ZB+ a)Qk (da) s.t. Lip(B,Qx) = Pjk, Vj

can be obtained from a discrete distribution with at most J points of support.

6.2 Numerical Examples

We carry out some numerical calculations to illustrate and complement the previous analytical

results. We use the following binary choice model
Yie = HXuf" + i + i > 0}, (23)

with €5 i.i.d. over £ normal or logistic with zero mean and unit variance. The explanatory
variable X, is binary and i.i.d. over t with px = Pr{X;; = 1} = 0.5. The unobserved individual
effect o is correlated with the explanatory variable for each individual. In particular, we generate
this effect as a mixture of a random component and the standardized individual sample mean
of the regressor. The random part is independent of the regressors and follows a discretized

standard normal distribution, as in Honoré and Tamer (2006). Thus, we have

o = o + g,

where
P (Gmtltdm ) for a, = —3.0;
Pr{aii=an}=<¢ @ W - (%) , for a,, =—2.8,-2.6,...,2.8;
1-@ (%) , for a,, = 3.0;

and ag; = VT(X; — px)/y/px (1 — px) with X; = 32, Xy/T.

Identified sets for parameters and marginal effects are calculated for panels with 2, 3, and 4
periods based on the conditional mean model of Section 2 and semiparametric logit and probit
models. For logit and probit models the sets are obtained using a linear programming algorithm

for discrete regressors, as in Honoré and Tamer (2006). Thus, for the parameter we have that
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B ={p: L(B) = 0}, where

L) =  min Z wy; + Z Z Vjk (24)

7=1 k=1
Ujk+z 17Tkm (Y] ’Xk O‘maﬁ) jk Vi, k,
wg, + Zm:l Thm = 1 \V/ki,
'Ujk207wk2077rkm20 Vj,k,m.

For marginal effects, see also Chernozhukov, Hahn, and Newey (2004), we solve

Pk, = max/m;n’;lg%B Z Tem [ F (T8 + am) — F(2' 8+ am)] (25)

Zn]\le Tem L (YJ |Xk amvﬁ) k V7,
Zr]\r/{ﬂ Tkm = 1, Tm 2> 0 Vi, m

The identified sets are compared to the probability limits of linear and nonlinear fixed effects
estimators.

Figure 2 shows identified sets for the slope coefficient * in the logit model. The figures
agree with the well-known result that the model parameter is point identified when T' > 2, e.g.,
Andersen (1973). The fixed effect estimator is inconsistent and has a probability limit that is
biased away from zero. For example, for 7' = 2 it coincides with the value 24* obtained by
Andersen (1973). For T' > 2, the proportionality B = ¢f3* for some constant ¢ breaks down.

Identified sets for marginal effects are plotted in Figures 3 — 7, together with the probability
limits of fixed effects maximum likelihood estimators (Figures 4 — 6) and linear probability model
estimators (Figure 7).! Figure 3 shows identified sets based on the general conditional mean
model. The bounds of these sets are obtained using the general bounds (G-bound) for binary
regressors in (6), and imposing the monotonicity restriction on A(«) in Lemma 3 (GM-bound).
In this example the monotonicity restriction has important identification content in reducing
the size of the bounds.

Figures 4 — 6 show that marginal effects are point identified for individuals with switches in
the value of the regressor, and nonlinear fixed effects estimators are consistent for these effects.
This numerical finding suggests that the consistency result for nonlinear fixed effects estimators
extends to more than two periods. Unless §* = 0, marginal effects for individuals without
switches in the regressor are not point identified, which also precludes point identification of
the average effect. Nonlinear fixed effects estimators are biased toward zero for the unidentified

effects, and have probability limits that usually lie outside of the identified set. However, both

"We consider the version of the linear probability model that allows for individual specific slopes in addition
to the fixed effects.
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the size of the identified sets and the asymptotic biases of these estimators shrink very fast with
the number of time periods. In Figure 7 we see that linear probability model estimators have
probability limits that usually fall outside the identified set for the marginal effect.

For the probit, Figure 8 shows that the model parameter is not point identified, but the size
of the identified set shrinks very fast with the number of time periods. The identified sets and

limits of fixed effects estimators in Figures 9 — 13 are analogous to the results for logit.

7 Estimation

7.1 Minimum Distance Estimator

In multinomial models with discrete regressors the complete description of the DGP is provided

by the parameter vector
(I, 1YY, M= (M, i =1,.., Lk =1,..., K)X = (I, k=1,..., K,
where
I = Pr(Y = YI|X = X¥), TI; = Pr(X = X%).

We denote the true value of this parameter vector by (P, PX ,)’ , and the nonparametric empirical
estimates by (P, PX /)’ . As it is common in regression analysis, we condition on the observed
distribution of X by setting the true value of the probabilities of X to the empirical ones, that
is,

X = pX, pX = pX,
Having fixed the distribution of X, the DGP is completely described by the conditional choice
probabilities II.

Our minimum distance estimator is the solution to the following quadratic problem:

B, = {5 €EB:T(B;P) < mﬁinT(ﬁ;P) +€n}7

where B is the parameter space, €, is a positive cut-off parameter that shrinks to zero with the

sample size, as in Chernozhukov, Hong, and Tamer (2007), and

T(3:P)=  min ijk [ﬂg— /(C E(Yij,a,ﬁ)Qk(dwr,

Q=(Q1,-,Qr)EQ =

where Q is the set of conditional distributions for o with J points of support for each covariate

value index k, that is, for S the unit simplex in R’ and day,, the Dirac delta function at o,

@:{Qiz (Q1, -, Qk) : Qi(da) Z?Tk;m apm (@)dav, (g, ..., o) € C, (Wkla---aWkJ)GSaVk}~
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Here we make use of Lemma 10 that tells us that we can obtain a maximizing solution for Qy as
a discrete distribution with at most J points of support for each k. Alternatively, we can write

more explicitly

T(B;P)= min Zw‘k(P)
’ ap=(ag1,..,ars)ECYE — g
TE=(Tk1 s Thg )ES,VE T

J 2
Pt = 3 moml: (Yj|Xk,akm,ﬁ)] . (26)
m=1

In the appendix we give a computational algorithm to solve this problem.

For estimation and inference it is important to allow for the possibility that the postulated
model is not perfectly specified, but still provides a good approximation to the true DGP. In
this case, when the conditional choice probabilities are misspecified, B,, estimates the identified
set for the parameter of the best approximating model to the true DGP with respect to a chi-
square distance. This model is obtained by projecting the true DGP P onto =, the space of
conditional choice probabilities that are compatible with the model. In particular, the projection

P* corresponds to the solution of the minimum distance problem:

P* =1I"(P) € argmin W(ILP), W(ILP) =3 _w;r(P)(Pj — L)%, (27)
5 —
where

J
E = {H : ij = Z kaﬁ(Y] | kaak’maﬁ)a

m=1

(akl,...,aw) e C, (Wkl,...,ﬂk]) €S, g EB,V(j,k)}.

To simplify the exposition, we will assume throughout that P* is unique. Of course, when P € =,
then P* = P and the assumption holds trivially.? The identified set for the parameter of the

best approximating model is
B* = {ﬁ €B:3Q €Q s.t. /c (Yj | Xk,a,ﬁ) dQy(a) = P, V(j, k)} ,

i.e., the values of the parameter 3 that are compatible with the projected DGP P* = ( j’fk,j =
1,....J;k = 1,...,K). Under correct specification of the semiparametric model, we have that
P* =P and B* = B.

We shall use the following assumptions.

20therwise, the assumption can be justified using a genericity argument similar to that presented in Newey
(1986), see Appendix. For non-generic values, we can simply select one element of the projection using an
additional complete ordering criterion, and work with the resulting approximating model. In practice, we never

encountered a non-generic value.
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ASSUMPTION 1: (i) The function F defined in (12) is continuous in (o, 3), so that the
conditional choice probabilities L, (o, B) = L (Yj | Xk,a,ﬁ) are also continuous for all (j,k);
(ii) B* C B for some compact set B; (iii) oy has a support contained in a compact set C; and

(i) the weights w;,(P) are continuous in P at P, and 0 < w;r(P) < oo for all (j,k).

Assumption 1(i) holds for commonly used semiparametric models such as logit and probit
models. The condition 1(iv) about the weights is satisfied by the chi-square weights w;,(P) =
Pk/P]k if P]k > 0, V(], /ﬁ)

In some results, we also employ the following assumption.
ASSUMPTION 2:  FEvery 8* € B* is reqular at P in the sense that, for any sequence I1,, — P,

there exists a sequence (3, € arg mingeg T'(5,11,,) such that 5, — 5*.

In a variety of cases the assumption of regularity appears to be a good one. First of all, the
assumption holds under point identification, as in the logit model, by the standard consistency
argument for maximum likelihood/minimum distance estimators. Second, for probit and other
similar models, we can argue that this assumption can also be expected to hold when the true
distribution of the individual effect «; is absolutely continuous, with the exception perhaps of
very non-regular parameter spaces and non-generic situations.

To explain the last point, it is convenient to consider a correctly specified model for sim-
plicity. Let the vector of model conditional choice probabilities for (Y!,....,Y’) be Ly, (o, B) =
(Lig(, B), ..., Lyp(a, B)) . Let Tx(B) = {Ly (o, B) : & € C} and let My, (3) be the convex hull of
Iy (B). In the case of probit the specification is non-trivial in the sense that My (3) possesses a
non-empty interior with respect to the J dimensional simplex. For every 8* € B and some Q7
we have that L;,(5%, Q*) = Pji, for all (j,k), that is, (Pi, ..., Pjr) € My (%) for all k. More-
over, under absolute continuity of the true Q* we must have (Pig, ..., Pjx) € interior My (o)
for all k, where By € B is the true value of 3. Next, for any 8* in the neighborhood of Fy, we
must have (P, ..., Pjx) € interior My, (%) for all k, and so on. In order for a point 8* to be
located on the boundary of B we must have that (P, ..., Pjx) € OMy (5*) for some k. Thus, if
the identified set has a dense interior, which we verified numerically in a variety of examples for
the probit model, then each point in the identified set must be regular. Indeed, take first a point
(* in the interior of B. Then, for any sequence II,, — P, we must have (Ilyg, ..., %) € My (5%)
for all k for large n, so that T(8*;1I,,) = 0 for large n. Thus, there is a sequence of points
Br in arg mingeg T'(5;11,,) converging to 5*. Now take the point 5** on the boundary of B,
then for each € > 0, there is §* in the interior such ||5* — 3**|| < €/2 and such that there is a
sequence of points (3, in argmingeg T'(3;11,,) and a finite number n(e) such that for all n > n(e),
|B8* — Bnll < €/2. Thus, for all n > n(e), ||3** — Bn|| < e. Since € > 0 is arbitrary, it follows that

B** is regular.
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We can now give a consistency result for the quadratic estimator.

THEOREM 12: If Assumptions 1 holds and €, x logn/n then
dp (B, B*) = op(1),

where dg is the Hausdorff distance between sets

dpg (Bp, B*) =max | sup inf
Bn€B, FEBT

Bn_ﬂ‘aﬁsu HelfB |/6n_ﬁ|] .

e€B* ﬁn n
Under Assumption 2 the result holds for e, = 0.
Moreover, under Assumption 1 the model-predicted probabilities are consistent, for any By, €

B, and each j and k,
J .
Pfk = Z Trem (Bn) L (Y] | Xk, akm(ﬁn)aﬁn) —p P;'kkv (28)
m=1

where {Tgm (Bn)s 0km(Bn), Yk,m} is a solution to the minimum distance problem (26) for any

€, — 0, where we assume that P* is unique.

7.2 Marginal Effects

We next consider the problem of estimation of marginal effects, which is of our prime interest. An
immediate issue that arises is that we can not directly use the solution to the minimum distance
problem to estimate the marginal effects. Indeed, the constraints of the linear programming
programs for these effects in (25) many not hold for any 8 € B, when P is replaced by P
due to sampling variation or under misspecification. In order to resolve the infeasibility issue,
we replace the nonparametric estimates Pj, by the probabilities predicted by the model ijkk
as defined in (28), and we re-target our estimands to the marginal effects defined in the best
approximating model.
To describe the estimator of the bounds for the marginal effects, it is convenient to introduce
some notation. Let
1E(B, 1) = ming, x, DY) G [F (&8 + okm) — F (&8 + ) Teom
st I =0 L (Y9 | XF, apm, B) T V5,

" (29)
o = (akl,...,akj) (S (C,
7 = (Tk1y ..., Thy) €S,
and
L (B,10) = maxa, m, D7V [F (&8 + akm) — F (T8 + k) Tem
st I =37 L(Y9 | X*, apm, B) T V. (30)
ap = (akl,...,akj) € (C,
T = (Wkl,...,TrkJ) S S,
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where IT* = (H;k,j =1,..,J,k =1,..., K) denotes the the projection of II onto =, i.e., IT* =
IT*(II) as defined in (27). Thus, the upper and lower bounds on the true marginal effects of the

best approximating model take the form:
* . * - —% )
[y = min Wi (B, P), g max 1%(3,P)

Under correct specification, these correspond to the lower and upper bounds on the marginal

effects in (14) and (15). We estimate the bounds by

THEOREM 13: If Assumptions 1 is satisfied and €, x logn/n then

A~

=+ op(1), fig = i, + 0p(1).

Under Assumption 2 the result holds for e, = 0.

8 Inference

8.1 Modified Projection Method

The following method projects a confidence region for conditional choice probabilities onto a
simultaneous confidence region for all possible marginal effects and other structural parameters.
If a single marginal effect is of interest, then this approach is conservative; if all (or many)
marginal effects are of interest, then this approach is sharp (or close to sharp). In the next
section, we will present an approach that appears to be sharp, at least in large samples, when a
particular single marginal effect is of interest.

It is convenient to describe the approach in two stages.

Stage 1. The nonparametric space =y of conditional choice probabilities is the product of
K simplex sets S of dimension J, that is, 2y = SX. Thus we can begin by constructing a
confidence region for the true choice probabilities P by collecting all probabilities Il € Zx that

pass a goodness-of-fit test:
CRi-o(P) = {Tl€ Ey s WL P) < e1-alison) }

where cl—O&(X%((J_l)) is the (1 — a)-quantile of the X%((J—l) distribution and W is the goodness-
of-fit statistic: )
(Pjr — jk)
W (IL, P) = Ptk k)
) =n 3 n B
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Stage 2. To construct confidence regions for marginal effects and any other structural pa-
rameters we project each Il € CR;_,(P) onto Z, the space of conditional choice probabilities
that are compatible with the model. We obtain this projection IT*(II) by solving the minimum
distance problem:

I;3,)

. - L. —
I1*(I1) = arg min W (II, IT), W/(II,II) = nZPk(]ki
ez T,

(31)

The confidence regions are then constructed from the projections of all the choice probabilities in
CR1_o(P). For the identified set of the model parameter, for example, for each IT € CR;1_4(P)

we solve

B*(I) = {ﬁ €B:3QcQ st /c (w’ | Xk,a,ﬁ) dQi () = T2y, V() k), IT* = H*(H)} .
(32)

Denote the resulting confidence region as
CR1_o(B*) ={B*(I) : I1 € CR1_4(P)}.

We may interpret this set as a confidence region for the set B* collecting all values 5* that are
compatible with the best approximating model P*. Under correct specification, B* is just the
identified set B.

If we are interested in bounds on marginal effects, for each IT € CR;_,(P) we get

()= min 5 (G, 1), Ei(Il) = e (BI0), k=1,.., K.
. (1) ﬁelgy(ln)gk(ﬂ, ), (1) gl P (8,10), e

Denote the resulting confidence regions as

CRyalsg, 1) = {lps (), (0] : 1 € CRy_o(P)}.

These sets are confidence regions for the sets [HZ’ fiy], where HZ and i}, are the lower and upper
bounds on the marginal effects induced by any best approximating model in (B*,P*). Under
correct specification, these will include the upper and lower bounds on the marginal effect [ﬁk’ i)
induced by any true model in (B, P).

In a canonical projection method we would implement the second stage by simply intersecting
CR1_o(P) with E, but this may give an empty intersection either in finite samples or under
misspecification. We avoid this problem by using the projection step instead of the intersection,
and also by re-targeting our confidence regions onto the best approximating model. In order to
state the result about the validity of ourmodified projection method in large samples, let A be

the set of vectors with all components bounded away from zero by some e > 0.
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THEOREM 14: Suppose Assumption 1 holds, then for (any sequence of true parameter values)
Po= (P, PX) e

P € CRi_.(P)
nh_)Igo Prp, { B* € CRi_.(BY) =1-a.
[H27HZ] S CRl—Oc[HZ?ﬁZLVk

8.2 Perturbed Bootstrap

In this section we present an approach that appears to be sharper than the projection method,
at least in large samples, when a particular single marginal effect is of interest. The estima-
tors for parameters and marginal effects are obtained by nonlinear programming subject to
data-dependent constraints that are modified to respect the constraints of the model. The dis-
tributions of these highly complex estimators are not tractable, and are also non-regular in the
sense that the limit versions of these distributions do not vary with perturbations of the DGP
in a continuous fashion. This implies that the usual bootstrap is not consistent. To overcome
all of these difficulties we will rely on a variation of the bootstrap, which we call the perturbed
bootstrap.

The usual bootstrap computes the critical value — the a-quantile of the distribution of a
test statistic — given a consistently estimated data generating process (DGP). If this critical
value is not a continuous function of the DGP, the usual bootstrap fails to consistently estimate
the critical value. We instead consider the perturbed bootstrap, where we compute a set of
critical values generated by suitable perturbations of the estimated DGP and then take the
most conservative critical value in the set. If the perturbations cover at least one DGP that
gives a more conservative critical value than the true DGP does, then this approach yields a
valid inference procedure.

The approach outlined above is most closely related to the Monte-Carlo inference approach
of Dufour (2006); see also Romano and Wolf (2000) for a finite-sample inference procedure for
the mean that has a similar spirit. In the set-identified context, this approach was first applied
in the MIT thesis work of Rytchkov (2007); see also Chernozhukov (2007).

Recall that the complete description of the DGP is provided by the parameter vector
(I, X'y, where Tl = (g, j = 1, ..., J,k = 1,.., K), ¥ = (I, k = 1,..., K), T = Pr(Y =
Y4 X = X*), and II;, = Pr(X = X*). The true value of the parameter vector is (P, P~X’) and
the nonparametric empirical estimate is (P’, PX /)’ . As before, we condition on the observed
distribution of X and thus set [I* = PX and PX = PX.

We consider the problem of performing inference on a real parameter 8*. For example, 6*
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can be an upper (or lower) bound on the marginal effect u such as

0* (1) = max D~ / (@B+a)—F@B+a da) s.t. L; =115, Vj

( ) BEB*(H Q€0 ﬁ ( ﬁ )]Qk‘( ) ]k(ﬁ,@k) 7k Js
where II* = (H;'fk,j =1,..,J,k=1,..., K) denotes the projection of IT onto the model space, as
defined in (31), and B*(II) is the corresponding projection for the identified set of the parameter
defined as in (32). Alternatively, 8* can be an upper (or lower) bound on a scalar functional ¢*
of the parameter $*. Then we define
*(II) = max ¢
(I) = ma %, ¢ 8

As before, we project I onto the model space in order to address the problem of infeasibility of
constraints defining the parameters of interest under misspecification or sampling error. Under
misspecification, we interpret our inference as targeting the parameters of interest in the best
approximating model.

In order to perform inference on the true value 6* = 6*(P) of the parameter, we use the

statistic

A~

S, =6 — 6%,

where 6 = 0*(P). Let G, (s, 1) denote the distribution function of S,,(IT) = 6 — 6*(II), when the
data follow the DGP II. The goal is to estimate the distribution of the statistic .S,, under the
true DGP II = P, that is, to estimate G, (s, P).

The method proceeds by constructing a confidence region C'R;_-(P) that contains the true
DGP P with probability 1—-y, close to one. For efficiency purposes, we also want the confidence
region to be an efficient estimator of P, in the sense that as n — oo, dg(CR1—~(P),P) =

Op(nl/ 2),where dy is the Hausdorff distance between sets. Specifically, in our case we use
CR1(P)={ll€ En : W(IL, P) < Cl*’Y(X%((J—l))}a

where lev(X%((J,l)) is the (1 — 7)-quantile of the x%((‘]il) distribution and W is the goodness-
of-fit statistic:

(P — p.)?
W(II, P) = —
drk J
Then we define the estimates of lower and upper bounds on the quantiles of G, (s, P) as

Q;l(a,P)/@:(a,P) =inf / sup G (o, 10), (33)
HECRl_ry(/P)

where G, Y (o, IT) = inf{s : G,,(s,II) > a} is the a-quantile of the distribution function G, (s, II).

Then we construct a (1 —a — ) - 100% confidence region for the parameter of interest as
CRl—a—'y(g*) = [Qa 5}
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where, for a = a1 + ao,
0=0-G '1—a1,P), 0=0-G (s, P).

This formulation allows for both one-sided intervals (either a; = 0 or g = 0) or two-sided
intervals (o = ag = a/2).
The following theorem shows that this method delivers (uniformly) valid inference on the
parameter of interest.
THEOREM 15. Suppose Assumption 1 holds, then for (any sequence of true parameter values)
Po= (P, PYX) eA
lim Prp, (6" € [0,0]) >1—a—~.

n—oo
In practice, we use the following computational approximation to the procedure described

above:

1. Draw a potential DGP II, = (II).,, ..., II' ), where II,;, ~ M(nPy, (Pig, ..., Psx))/(nPy)

and M denotes the multinomial distribution.

2. Keep II, if it passes the chi-square goodness of fit test at the v level, using K(J — 1)

degrees of freedom, and proceed to the next step. Otherwise reject, and repeat step 1.
3. Estimate the distribution Gy, (s,II,) of S, (IL,) by simulation under the DGP TI,.
4. Repeat steps 1 to 3 for r =1, ..., R, obtaining G,,(s,1IL,), r =1, ..., R.

P ~—1
5. Let G 1(04,77)/6‘ (a, P) = min / max{G, ! (a,I1y), ..., G, 1 (a,IIg)}, and construct a 1 —
a — v confidence region for the parameter of interest as CRi_o—(0") = [Q, g], where

N ~—1 _ N n_
0=0-CG (1-a1,P),0=0—-G '(as,P), and a1 + as = a.

The computational approximation algorithm is necessarily successful, if it generates at least

one draw of DGP II,. that gives more conservative estimates of the tail quantiles than the true
DGP does, namely [G~!(az2,P),G7 (1 — a1, P)] C [Q_l(ag,ﬂr),é_l(l — aq,11,)).

9 Empirical Example

We now turn to an empirical application of our methods to a binary choice panel model of female
labor force participation. It is based on a sample of married women in the National Longitudinal
Survey of Youth 1979 (NLSY79). We focus on the relationship between participation and the
presence of young children in the years 1990, 1992, and 1994. The NLSY79 data set is convenient

to apply our methods because it provides a relatively homogenous sample of women between 25
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and 33 year-old in 1990, what reduces the extent of other potential confounding factors that may
affect the participation decision, such as the age profile, and that are more difficult to incorporate
in our methods. Other studies that estimate similar models of participation in panel data include
Heckman and MaCurdy (1980), Heckman and MaCurdy (1982), Chamberlain (1984), Hyslop
(1999), Chay and Hyslop (2000), Carrasco (2001), Carro (2007), and Ferndndez-Val (2008).

The sample consists of 1,587 married women. Only women continuously married, not stu-
dents or in the active forces, and with complete information on the relevant variables in the entire
sample period are selected from the survey. Descriptive statistics for the sample are shown in
Table 2. The labor force participation variable (LF P) is an indicator that takes the value one if
the woman employment status is “in the labor force” according to the CPS definition, and zero
otherwise. The fertility variable (kids) indicates whether the woman has any child less than 3
year-old. We focus on very young preschool children as most empirical studies find that their
presences have the strongest impact on the mother participation decision. LF P is stable across
the years considered, whereas kids is increasing. The proportion of women that change fertility
status grows steadily with the number of time periods of the panel, but there are still 49% of
the women in the sample for which the effect of fertility is not identified after 3 periods.

The empirical specification we use is similar to Chamberlain (1984). In particular, we esti-

mate the following equation
LFPy; =1{0 - kids;y; + o; + €;¢ > 0}, (34)

where «; is an individual specific effect. The parameters of interest are the marginal effects
of fertility on participation for different groups of individuals including the entire population.
These effects are estimated using the general conditional mean model and semiparametric logit
and probit models described in Sections 2 and 5, together with linear and nonlinear fixed ef-
fects estimators. Amnalytical and Jackknife large-T bias corrections are also considered, and
conditional fixed effects estimates are reported for the logit model.?> The estimates from the
general model impose monotonicity of the effects. For the semiparametric estimators, we use
the algorithm described in the appendix with penalty A\, = 1/(nlogn) and iterate the quadratic
program 3 times with initial weights wj, = nPj,. This iteration makes the estimates insen-
sitive to the penalty and weighting. We search over discrete distributions with 23 support
points at {—o0, —4,—3.6,...,3.6,4,00} in the quadratic problem, and with 163 support points
at {—o0,—8,-7.9,...,7.9,8, 00} in the linear programming problems. The estimates are based
on panels of 2 and 3 time periods, both of them starting in 1990.

Tables 3 and 4 report estimates of the model parameters and marginal effects for 2 and 3

3The analytical corrections use the estimators of the bias based on expected quantities in Ferndndez-Val (2008).

The Jackknife bias correction uses the procedure described in Hahn and Newey (2004).
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period panels, together with 95% confidence regions obtained using the procedures described
in the previous section. For the general model these regions are constructed using the normal
approximation (95% N) and nonparametric bootstrap with 200 repetitions (95% B). For the
logit and probit models, the confidence regions are obtained by the modified projection method
(95% MP), where the confidence interval for P in the first stage is approximated by 50,000
DGPs drawn from the empirical multinomial distributions that pass the goodness of fit test;
and the perturbed bootstrap method (95% PB) with R = 100, v = .01, a3 = a = .02, and 200
simulations from each DGP to approximate the distribution of the statistic. We also include
confidence intervals obtained by a canonical projection method (95% M P) that intersects the
nonparametric confidence interval for P with the space of probabilities compatible with the

semiparametric model =:
CRy-o(P) = {Tl€ Z: W(IL P) < e1-alds) } -

For the fixed effects estimators, the confidence regions are based on the asymptotic normal
approximation. The semiparametric estimates are shown for ¢, = 0, i.e., for the solution that
gives the minimum value in the quadratic problem.

Overall, we find that the estimates and confidence regions based on the general conditional
mean model are too wide to provide informative evidence about the relationship between par-
ticipation and fertility for the entire population. The semiparametric estimates seem to offer a
good compromise between producing more accurate results without adding too much structure
to the model. Thus, these estimates are always inside the confidence regions of the general
model and do not suffer of important efficiency losses relative to the more restrictive fixed ef-
fects estimates. Another salient feature of the results is that the misspecification problem of
the canonical projection method clearly arises in this application. Thus, this procedure gives
empty confidence regions for the panel with 3 periods. The modified projection and perturbed
bootstrap methods produce similar (non-empty) confidence regions for the model parameters

and marginal effects.

10 Possible Extensions

Our analysis is yet confined to models with only discrete explanatory variables. It would be
interesting to extend the analysis to models with continuous explanatory variables. It may be
possible to come up with a sieve-type modification. We expect to obtain a consistent estimator
of the bound by applying the semiparametric method combined with increasing number of par-
titions of the support of the explanatory variables, but we do not yet have any proof. Empirical

likelihood based methods should work in a straightforward manner if the panel model of interest
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is characterized by a set of moment restrictions instead of a likelihood. We may be able to

improve the finite-sample property of our confidence region by using Bartlett type corrections.

11 Appendix

11.1 Proofs

PROOF OF THEOREM 1: By eq. (3),

SOXE - MEY | Xi= XM = Trh(1— ) / m(1,0)Q}(da) (35)

t

+7(1 — " /m (0,0)Qj(da) = To .

Note also that X; = 7* when X; = X*. Then by the law of large numbers,
S (X — X)?n 2 B (X - X0)Y) = Zm Z(Xf —rh)? =>"PTop,
it t k

> (Kie = Xi)Ya/n == B[ (X — Xi)Ya] = ZPkZ E_ ) ElYy | X; = X*)

it t

k
Dividing and applying the continuous mapping theorem gives the result. Q.E.D.

Proor orF THEOREM 2: The set of X; where 7, > 0 and 7; > 0 coincides with the set for
which X; = X* for k € K*. On this set it will be the case that #; and 7; are bounded away
from zero. Note also that for £ such that Xt@ = i we have E[Yj; | X; = X*] = [ m(Z, a)Q}(da).
Therefore, for #* = #{t : X} = &}/T and 7* = #{t : X} = z}/T, by the law of large numbers,

:LZ; (7 > 0)1(F > 0){ZtT=1£7§“Y“ - Z%gjmt}/p
L. BA®F > 017 > 0){2'5 j{n’ty” Z%{i"tm}] /D
— BLF > 01 > 0){ZtT=1 diﬁEE‘t BOpy dz‘ﬁEYz‘t | Xi] /D
K - x
_ g};*p {TT fm; o )Qj(da)  T7 fm(;;?)Qk(da)}/D _ k%c: P,

Sum > 01 > 0) 2 E[L(F > 0017 > 0) = Y P
=1 kek*

Dividing and applying the continuous mapping theorem gives the result. Q.E.D.
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PROOF OF LEMMA 3: As before let Q () denote the conditional CDF of a given X; = X*.

Note that N N
k ElYy | Xi=XF  [m(X,0)Q;(da)
my = D = D .

Also we have

= /A(a)Qz(da) - fm(jvogQZ(da) _ fm(f,olz))QZ(da).

Then if there is £ and ¢ such that Xf =% and Xf =z

m; —m

il

K fm(a?,oz)QZ(da) B fm(i", a)Qj (da) B
a D D e

Also, if By < m(z,a)/D < By, then for each k,

ot
B, < fm(x’%)Q’f( %) BB, < - <-B

Then if there is ¢ such that X tk = T we have
[ m(#,a)Qi(da) [m(#,0)Qi(da) . _
D Ty

m

Sl

— By = — By <y <

The second inequality in the statement of the theorem follows similarly.

Next, if A(a) has the same sign for all a and if for some k* there is ¢ and ¢ such that
Xf* = % and XF" = z, then sgn(A(a)) = sgn(u+). Furthermore, since sgn(ug) = sgn(uy-) is
then known for all k, if it is positive the lower bounds, which are nonpositive, can be replaced by

zero, while if it is negative the upper bounds, which are nonnegative, can be replaced by zero.
Q.E.D.

PRrROOF OF THEOREM 4: See text.

PROOF OF THEOREM 5: Let Zir = min{Y[_, 1(Xy = #)/T, 31—, 1(Xit = Z)/T}. Note
that if Z;r > 0 then 1(A;7) = 1 for the event A;r that there exists £ such that X,; =7 and
X, = Z. By the ergodic theorem and continuity of the minimum, conditional on «; we have
Zir 5 b(oy) = min{Pr(Xy = & | a;),Pr(Xit = Z | o)} > 0. Therefore Pr(A;r | a;) >
Pr(Zyr > 0] a;) — 1 for almost all o;. It then follows by the dominated convergence theorem
that

Pr(A;r) = E[Pr(Air | ay)] — 1.

Also note that Pr(A;r) =1—P% =3, = Pr — > pci P, so that

e — ol < (Bu—Be)(P°+ > Pr+ Y Pi) — 0.Q.E.D.
keK kekK
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PROOF OF THEOREM 6: Let P; and Pk be as in equation (6). By the Markov assumption,

Pl = Pr(Xp==Xgp=0)=EPr(Xy= =X =0]| )]
= B, Pr(Xu =0 X1 = = Xiyog = 0,0i) Pr(Xiy = -+ = Xgyog = 0| )]
< Elm)™)

Px < Bl

The first bound then follows as in (6). The second bound then follows from the condition
pF<l-cforke {1 K}. Now suppose that there is a set A of possible «; such that Pr(A) > 0,
Qi =Pr(X;1=---=X;;=0]| ;) >0and p} =1 Then

P1=E[(p))" 7 Qi] > E[L(a; € A)(p}))" Qi) = E[L(c; € A)Qs] > 0

Therefore, for all T" the probability P; is bounded away from zero, and hence py - pg or
= 1o-Q.E.D.

PROOF OF THEOREM 7: Note that every X; € X*(x) has X;; = x. Also, the X;5 for s > ¢
are completely unrestricted by X; € X!(x). Therefore, it follows by the key implication that

E[Yy | X; € X(x) /mxa Q*(da | X; € X(z)).
Then by iterated expectations,
/77”L(3:,C»¢)Q*(da)—75 /mxa *(da | X; € X(x))

—|—ZPrX€Xt /mxa Q*(da | X; € X(z))
t=1

T
= P(z) /m(:c,a)Q*(da | X; € X(z)) + E[Z 1(X; € X' (x))Ya).

Using the bound and dividing by D then gives
T —
E(YS 10X, € X'(@)¥il /D + Pla)By < [ ml. )@ (da)/D
t=1

T
B[ 1(X; € X'(2))Yy]/D + P(z)B,
t=1

Differencing this bound for x = Z and = = Z gives the result. Q.E.D.

PrROOF OF THEOREM 8: The size of the identified set for the marginal effect is

Ap—H, =  max D! /[F (B4 a)—F (a)]Qp(da)— min D! /[F (B4 a)—F (a)]Qr(da),

QreQrp,0EB QrEQrp,0EB
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where Qs = {Qr: [ L (Yj | XF, a,ﬁ) Qk (da)) = Pji, j=1,...,J}. The feasible set of distribu-
tions Q5 can be further characterized in this case. Let Fr(3,a) := (1, F(Xf3+a), ..., F(Xk3+
a)) and Fj(f, ) denote the J x 1 power vector of Fr(f3,«) including all the different products
of the elements of Fr(3, ), i.e.,

T

Fi(Bra) = (1,.. F(X{B+ o), F(XFB+ a)F(X53 + a), .., [ [ F(X[B + a)).

t=1
Note that £ (Y7 | X*,a, 3) = -, F(Xfﬁ%—a)ytj{l —F(Xfﬂ—i—a)}l*xfj, so the model probabil-
ities are linear combinations of the elements of (3, «). Therefore, for Iy = (Pig, ..., Pjr) we
have Qig = {Q : Ay [ Fs(8,a)Qk (da) = I}, where A is a J x J matrix of known constants.

The matrix Ay is nonsingular, so we have:

Qyp = {Qk : /f}(ﬁ» @)Qy, (da) = Mk},

where the J x 1 vector M, = A}lﬂk is identified from the data.

Now we turn to the analysis of the size of the identified sets. We focus on the case where
k=1, ie., X*is a vector of zeros, and a similar argument applies to k = K. For k = 1 we have
that F(XF3 4+ a) = F(a) for all ¢, so the power vector only has T 4 1 different elements given
by (1, F(a), ..., F(a)T). The feasible set simplifies to:

Qkﬁ = {Qk : /F(a)tQk (dOd) = Mktv = 07 "'7T}7

where the moments My, are identified by the data. Here [ F(a)Qy (do) = My is fixed in Qgg,
so the size of the identified set is given by:

Fio—in =, wax D [F(5+a)Qud)—  win D [F(5+0) Qulda),

Qr€EQrp,BEB QreQrg,0€B

By a change of variable, Z = F(«), we can express the previous problem in a form that is
related to a Hausdorff truncated moment problem:

1 1
T — 1 = DY | ha(2)Gr(dz) — ' D—l/h Gr.(d 36
i =i, =, /0 §@Gude) | min D7 [ ha)Guld), 30)

where Grg = {Gy, : [} 2'G(dz) = My, t=0,..,T}, hs(z) = F(B+ F~(2)), and F~" is the
inverse of F'.

If the objective function is r times continuously differentiable, hg € C"[0, 1], with uniformly
bounded r-th derivative, [[hj(2)[o0 < h%, then we can decompose hg using standard approxi-

mation theory techniques as
hg(z) = P3(2,T) + R(2,T), (37)
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where Pg(z,T') is the T-degree best polynomial approximation to hg and Rg(z,T) is the re-
mainder term of the approximation, see, e.g., Judd (1998) Chap. 3. By Jackson’s Theorem the
remainder term is uniformly bounded by

(T —7r)! ym\T - _

IRz Dllow < = (§) B =0(17"), (38)

as T' — oo, and this is the best possible uniform rate of approximation by a T-degree polynomial.

Next, note that for any Gy, € Gig we have that fol P3(2,T)Gg(dz) is fixed, since the first T’

moments of Z are fixed at Gyz. Moreover, fol Ps(z,T)Gp(dz) is fixed at B if the parameter is
point identified, B = {#*}. Then, we have

1 1

M, — [t, = ma R+ (2, T)Gp(dx) — mi Rg«(2,T)Gp(dx) < 2h%. =0 (T™"). (39

Mk — 11, Glgleg}:,a/o 5 (2, T)Gy(dx) ch%lia/o g-(2,T)G(dz) < (T77). (39)

To complete the proof, we need to check the continuous differentiability condition and the

point identification of the parameter for the logit model. Point identification follows from Cham-

berlain (1992). For differentiability, note that for the logit model

B
ze
- = 4
with derivatives 5 Byr—1
, _ ¢ 1—e”)~ 41
h(z) = r! T A= (41)

These derivatives are uniformly bounded by 71% = 7l elfl(elfl — 1])"~! < oo for any finite 7.
Q.E.D.

ProOOF OF THEOREM 9: Note that for 7" = 2 and X binary, we have that K = 4. Let
X1 =(0,0), X2 =(0,1), X3 =(1,0), and X* = (1,1). By Lemma 3, u; is identified by

pr=P3[Pr{Y = (0,1) | X*}-Pr{Y = (1,0) | X*}]+P5[Pr{Y = (1,0) | X*}~Pr{Y = (0, 1) | X*}].
The probability limit of the fixed effects estimator for this effect is

3
fr = PilPr{Y = (0,1) | X*} + Pr{Y = (1,0) | X"}|[F(5/2) - F(~5/2)].
k=2

The condition for consistency fiy = p; can be written as
F(3/2) = Py Pr{Y = (0,1) | X?} + Ps Pr{Y = (1,0) | X*}}
Shoa PelPr{Y = (0,1) | X*} + Pr{Y = (1,0) | X*}]’

but this is precisely the first order condition of the program (16). This result follows, after some

algebra and using the symmetry property of F, by solving the profile problem

K
B = arg mBaXZPk[Pr{Y =(0,1) | X*}log F(AX*3/2)+Pr{Y = (1,0) | X*}log F(—AX"3/2)],
k=1
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where AX* = X¥ — XF. Q.E.D.

PrROOF OF LEMMA 10: First, by 8 € B, we have that T(3;P) = 0 and therefore any
Qip € arg maxg, Z;.le wik(P) (Pjr. — Ljr(5, Qk))2 satisfies L;1(83, Qrg) = Pjr Vj, for each k.
Let the vector of conditional choice probabilities for (Y1, ....,Y”) be
/
‘Ck (Oé?ﬁ) = (‘C (Yl ‘ Xkaaaﬁ) 7"'7‘C (YJ ‘ Xk7047ﬁ)> .
Let I'y(8) = {Lr (B, @) : « € C}. Note that, for each g € B, I';, () is a closed and bounded set
due to compactness of C, and has at most dimension J — 1 since the sum of the elements of
Ly (8, ) is one Ya. Now, let M, () denote the convex hull of T'y (3). For any § € B we have
that there is at least one Qg such that L;,(5, Qrg) = Pji Vi, i.e.,

(Piks -y Pyi) € My (B) .

By Carathéodory Theorem any point in My (3) can be written as a convex combination of at

most J vectors located in I'y (). Then, we can write

J
(Piks s Pa) = > Tkm L (Qkm, B) ,
m=1

where (71, ..., Try) is on the unit simplex S of dimension J. Thus, the discrete distribution with
J support points at (ayz, ..., axy) and probabilities (71, ..., Tks) solves the population problem
for Q. The result also follows from Lindsay (1995, Theorem 18, p. 112, and Theorem 21, p.
116) (though Lindsay does not provide proofs for his theorems). Q.E.D.

PrRoOOF OF LEMMA 11: For 3 € B, let Qi3 = {Qr : ﬁjk(ﬁ, Qr) = Pik, 7= 1,...,J}. Let

Qrp € Qg denote some maximizing value such that
figg =D~ /C[F (#+a) — F (& + )] Qus (dar)

Note that, for any € > 0 we can find a distribution Q% € Qpp with a large number M > J of

support points (o, ..., aps) such that

Our goal is to show that given such Q% it suffices to allocate its mass over only at most J
support points. Indeed, consider the problem of allocating (71, ..., Txas) among (asq, ..., apr) in

order to solve
M

max Z [F (i'ﬁ + am) - F (i’ﬁ + Oém)]ﬂ'km

(Th 15T M) el
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subject to the constraints:
Tem >0, m=1,.... M

M
Z ka‘c (Y] ‘ Xkaamaﬁ) = ij) j = 17 "'7J7
m=1

M
g Tem = 1.
m=1

This a linear program of the form

max ¢r suchthat 7 >0, Ar=0b, 1n=1,
TERM

and any basic feasible solution to this program has M active constraints, of which at most
rank (A) + 1 can be equality constraints. This means that at least M — rank(A) — 1 of active
constraints are the form 7y, = 0, see, e.g., Theorem 2.3 and Definition 2.9 (ii) in Bertsimas and
Tsitsiklis (1997). Hence a basic solution to this linear programming problem will have at least
M — J zeroes, that is at most J strictly positive mp,y,’s.* Thus, we have shown that given the
original Q% with M > J points of support there exists a distribution Qﬁﬁ € Qpp with just J
points of support such that

Trg—€e < D! /C[F (#B+ a)—F ('8 + a)]Qxs (do) < D! /C[F (#B+ a)—F ('8 + a)]Qks (da) < iy

This construction works for every € > 0.
The final claim is that there exists a distribution Qlfﬁ € Qs with J points of support

(g1, ...y ay) such that
fgg =D /C[F (#B+ ) — F (T8 + a)]Qss (dav) .
Suppose otherwise, then it must be that
Tirg > Figg — € > D! /(C[F (&8 + a) = F (78 + a)]Qfp (da)

for some € > 0 and for all Qﬁﬁ with J points of support. This immediately gives a contradiction
to the previous step where we have shown that, for any € > 0, 7,3 and the right hand side can
be brought close to each other by strictly less than e. Q.E.D.

Some Lemmas are useful for proving Theorem 12.

“Note that rank(A) < J — 1, since Z‘].I:I L (Yj | X* a, ﬂ) = 1. The exact rank of A depends on the sequence
X" the parameter 3, the function F, and T. For T' = 2 and X binary, for example, rank(A) = J — 2 = 2 when
xz1 =2, =0, or F is the logistic distribution; whereas rank(A) = J —1 =3 for XF £ X% 340, and F is any

continuous distribution different from the logistic.
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LEMMA Al: Let T(3,Q;1I) = Ech wir(IT) (I — L5 (B, Qk))2. If Assumption 1 is satisfied

then, for Q equal to the collection of distributions with support contained in a compact set C,

sup ‘T(ﬂ,Q,P)—T(ﬁ,Q,P)’ :OP*(l)'
BEB,QEQ

Proof: Note that we can write

T(3,Q;P)~T(B,Q;P) = > win(P)(Pjx — Pir)* + 2> win(P)(Pj. — Pjr) (Pjk — Lin(B, Q)
ik

ak

J
+ > (Wik(P) = wik(P)) (Pjx — Lix(B3,Qr))*.
.k

The result then follows from Pj, — Pj, = op(1) and wjx(P) —w;jr(P) = op(1) by the continuous
mapping theorem. Q.E.D.

From Lemma Al, we obtain one-sided uniform convergence:

LEMMA A2: Let T(B;1I) = infgeq T'(B, Q;11). If Assumption 1 is satisfied then

sup [T(8; P) — T(8; P)| = op+(1).
BeB

Proof: Let Qﬁ € arginfgeq T'(3, Q; P) and Qg € arginfgcq T'(6, Q; P). By definition of Qg and

Qg, we have uniformly in 3 and for all n,
T(5,Qp; P) — T(8,QpP) < T(8,Qp; P) — T(8,Qp; P) < T(8,Qp; P) — T(B,Qp; P).
Hence
T(5, Qg P) — T(8, Qe P)| < max [|T(5, Qs P) — T8, Qi )|, IT(8, Qs P) — T(5, Qi P)| = 0p- (1),
uniformly in 3 by Lemma Al. Q.E.D.

LEMMA A3: If Assumption 1 is satisfied then T'(3;P) is continuous in 3.
Proof: By Lemma 10, the problem

inf T(G,Q;P
int T(5,Q:P)
can be rewritten as
g 2
; . o J k
i S P [P 3 (v )

(alka"'zajk
(T1kse- T Jk) ES,VE 75

where J and K are finite, and S denotes the unit simplex in R/. Here, (ag,... , i) and

(T1k, - - ., i) characterize discrete distributions with no more than J points of support. Because
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the objective function is continuous in (3, a11,...,a K, 711, .., Tk ), and because CK x SK is
compact, we can apply the theorem of the maximum (e.g. Stokey and Lucas 1989, Theorem
3.6), and obtain the desired conclusion. Q.E.D.

LEMMA A4: If Assumption 1 is satisfied then
sup [T(63; P) = T(3;P)| = Op- (n™1) .
BeB
Proof: Let Qg € argmingeq 7(3,Q;P). By Lemma 10, we have that Pj, = L;1(8, Qrg) and
T(B;P) =0Vs € B. Then, we have

sup [T'(8; P) = T(8; P)| = sup T'(5; P) < sup T(8, Qg: P ijk Pj — Pjr)* = Op+(n"),
peB BEB BeB

where the last equality follows from Pj, — P, = Op(n_1/2), wik(P) = wjr(P) + op(1) by the
continuous mapping theorem, and J and K being finite. Q.E.D.

PROOF OF THEOREM 12. The consistency result under Assumption 1 and €, x logn/n
follows from Theorem 3.1 in Chernozhukov, Hong, and Tamer (2007) with a,, = n. Indeed, the
Condition C.1 in Chernozhukov, Hong, and Tamer (2007) follows by Assumption 1 (B compact),
Lemma A3 (T'(3;P) continuous), Lemma A2 (uniform convergence of T'(3; P) to T'(5; P) in B),
and Lemma A4 (uniform convergence of T'(3; P) to T'(3;P) in B at a rate n).

The consistency result under Assumptions 1 and 2 and ¢, = 0 follows from Theorem 3.2 in
Chernozhukov, Hong, and Tamer (2007) with a,, = n. It is not difficult to show that Assumption
3.2 implies condition C.3 in Chernozhukov, Hong, and Tamer (2007), which along with other
conditions verified above, implies the consistency result.

The second result follows by redefining the estimation problem as

* . 2
P* € &, —argmin W(IL P), W(IL, P) = ijk(P) (Pj, —Tj3,)?,

where P* = (Pj*,c, j=1,..,J,k=1,..,K) and E is the space of conditional choice probabilities
that are compatible with the model. Under Assumption 1, = is compact, the function IT —
W (11, P) is continuous for each P in the neighborhood of P, and therefore W (II, P)—W(IL; P) =
0p(1) uniformly in IT € Z, as P = P + op(1). Moreover, IT — W (II, P) is uniquely minimized
at II = P* by assumption. Therefore, by the consistency theorem for approximate argmin

estimators, it follows that the e,-argmin P* is consistent for P*. Q.E.D.

PrROOF OF THEOREM 13. We consider the upper bounds only, since the proof for lower

bounds is analogous. We have that (i) the projection

IT* = IT*(II) € arg mlnzw]k )Ly, — ﬁjk)2
ez <
.k
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is continuous at P by the theorem of the maximum, (ii) the parameter space for § and II is

compact, (iii) the function defining the constraints

J
(H7ﬂ7ak17 ey Ok g, TR, ""77TkJ) = H;k - Z ﬁ(Y] ’ Xk,Oékm,,B)ﬂ'km

m=1
is continuous by Assumption 1 and the continuity of the projection, and (iv) the criterion

function
J

(IL, B, Qs ooy Qe Ty ovey Th )+ Z[F (Z'B + ctkm) — F ('8 + jm) | Tem

m=1
is continuous by the assumed continuity of F'. Then, using the theorem of the maximum, we

conclude that the maximal mapping

(8,10) — mz(6, 1)
is continuous. By Theorem 12 and the extended continuous mapping theorem we have that
dig(Bp,B*) =50, P —, P, P*—, P
implies that
dr (7 (Bn, P), (B, P)) = 0,

where 17 (A, II) = {73 (3,11) : B € A}. The conclusion of the theorem then immediately follows.
Q.ED.

PROOF OF THEOREM 14: By the uniform central limit theorem, W (P, P) converges in law

to X?;( K—1) under any sequence of true DGPs with Py in A. It follows that
lim Pl"po{P S CRl_a(P)} =1—-a.
n—oo

Further, the event P € CR1_o(P) implies event P* € {II*(II) : IT € CR1_o(P)} by construction,
which in turn implies the events B* € CRi_o(B”) and [p7, ;] € CRi—a[p, fi3], Vk. Q.E.D.

PROOF OF THEOREM 15. We have that for S, (P) =0 — 0* = 0 — 6*(P)

Prp, {0° & [0.0]} = Prp,{Sa(P) € [G (02, P),G (1 — a1,P)]}

< Prp, [{Sa(P) € [G 7 (02, P). G (1 — a1, P)]} N {P € CR1_(P)}]
+Prp,{P ¢ CR1_~(P)}

< Prp,[{Sn(P) € [G ™ (a2, P), G (1 — a1, P)]} N {P € CR1_+(P)}]
+Prp,{P ¢ CRi1_(P)}

< Prp,{Su(P) € [G~ (a2, P), G (1 — a1, P)]} + Prp{P & CR1_(P)}

< a+Prp,{P & CR1_(P)}.
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Thus if limsup, Prp,{P ¢ CR1_,(P)} < v, we obtain that lim, Prp, {6y & [6,0]} < a+ 7,
which is the desired conclusion.

It now remains to show that limsup,,_,,, Prp,{P &€ CR1_(P)} <. We have that

Prp,{P & CR1_4(P)} = Prp, {W(P, P) > c1-~ (X% (s_1)}-

By the uniform central limit theorem, W (P, P) converges in law to X%(( J-1) under any sequence
Py in A. Therefore,

Jim Prp, {W(P, P) > 1 (Xi(s-1))} = Pri{Xk 1) > 1 (Xku-1))} = 7-

Q.E.D.

11.2 Generic Uniqueness of Projections of Probabilities onto the Model Space

The following lemma is motivated by the analysis of Newey (1986) on generic uniqueness of
quasi-maximum likelihood population parameter values.

LEMMA A5. Let G be a set of vectors I1 = (ILj,,j =1,....k,j =1,...,J) > 0 that satisfy the
system of linear constraints Z;j:l Iy =1, k=1,..,K. Let proj(Il) = arg minyez d(II, IT'),
where d(I1,II") = (Zszl Z;]:l wik (T — H;k)Q) 1/2, be the projection of I on the set =, where
wjr > 0 for all (j§, k) are weights normalized so that d is a proper distance, and = = {Z(5), § € B}
where B is compact and Z(5) = {Il € Zn : (1, ...I15x)" € Tx(B), Vk}, where T is defined as in
Section 7, with link function F being twice continuously differentiable. The set Gy = {Il € G :

proj(Il) is unique} is an open dense subset of G.

Proof: We first note that = is compact, II' — d(II,II') is continuous, so that the minimum
is attainable, and the projection exists. The rest of the proof has two steps: verification of
openness of Gy and verification of denseness of Gy relative to G.

To verify openness, we take IIy € Gy and find an open neighborhood A of II in G such that
N C Gy. We consider two cases. First, if proj(Ilp) is in the interior of Z, then there exists an
open neighborhood N’ of Iy in =. For each II in N, we necessarily have that proj(II) = II,
so we can take N' = N’. Second, if I is on the boundary of =, the verification follows by an
argument similar to that given by Newey (1986), p.7.

To verify denseness, we take IIy € G\ Gy, so that proj(Ily) is not unique. For this to happen
it must be that IIp ¢ Z. Take any element II of proj(Ilp). Then we can construct a sequence

I1,, approaching Il such that proj(Il,) = IIj, so that II,, € Gy. Indeed, simply take

n—1

1
I, = —II} + .
n
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Clearly, II,, € G and it approaches Ily. Also, note that by definition IIf} is a point of intersection
of = with the contour set or ellipse Cy = {II' € G : d(IIy, II") = ¢t} for t = ming__ d(Ily, IT). Also,
note that the contour set or sphere C,, = {II' € G : d(I1,,, IT') = ¢'}, where #' = ming_ d(IL,, II)

is a strict subset of the sphere Cp, since by convexity of the distance

1 —1 —1
¢ < d(IT,,TI) < —d(IT, TT) + ——d(Tlo, TT) = ——¢ < t,
n n n

with only one common point C,, N Cy = IIjj € =. This establishes that proj(Il,,) = II§. Q.E.D.

11.3 Computation

The quadratic problem (26) can be solved using computational techniques developed for finite
mixture models such as the EM algorithm or vertex direction methods, see, e.g., Laird (1978),
Bohning (1995), Lindsay (1995, Chap. 6) and Aitkin (1999). These iterative algorithms, how-
ever, are sensitive to initial values and can be very slow to converge in this problem where we
estimate several mixtures over a grid of values for 5. Moreover, a slow algorithm is specially
inconvenient for the resampling based inference that we develop in the next section. The main
computational difficulty in the mixture problems is to find the location of the support points;
see, e.g., Aitkin (1999). Since the mixtures are nuisance parameters in our problem, we propose

solving the following penalized quadratic problem:

M 2 M
T\(3;P) = min}  |wy (ijzwkmc (YHX’“,am,ﬂ)) + A ) T | (42)
" ik m=1

m=1
L
s.t. Z Tem = 1, Tpm > 0, V7, k.
m=1

where M is large and A is small. For the weights, we set wj, = nPj/ an:l FemL(Y7 |
Xk, am, B), where (3, {Tkm, V(k,m)}) is an initial estimate. This is a convex quadratic program-
ming problem for which there are reliable algorithms to find the solution in polynomial time; see,
e.g., the quadprog package in R (Weingessel, 2007). The penalty A, acts choosing a distribution
among the set of discrete distributions with support contained in a large grid {aq,...,aps}. In
general there is an infinite number of solutions for )k, one of them is a discrete distribution with
no more than J << M support points by Lemma 10. Here, instead of searching for the solution
with the minimal support, we search over discrete distributions with support points contained
in a large partition of the parameter space C. By making the partition fine enough we guarantee
to cover a solution to the problem, without having to find explicitly the location of the support
points. The error of the finite grid approximation approaches zero as M — oo if C is compact

and the objective function has boundable variation with respect to a,; see, e.g., Lindsay (1995;

41



Chap. 6). The penalty favors distributions with large supports. This regularization therefore

addresses the computational difficulties created by the non-identifiability of Q7.

The final estimates of the identified sets for the parameters and marginal effects are computed

by solving the linear programming problems (24) and (25) for all the parameter values 3 which
satisfy the condition T)(3; P) < ming Tx(8; P) + €y, and replacing the Pj;’s by the probabilities

predicted by the model P, ’s for this parameter value 3, defined as in (28).
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Table 1: Biases of linear probability model estimators in percentage of marginal
effect (average probability of the response in parenthesis)

Px
0.5 0.1 09

T B p B p By B

2 34.63 34.63 -91.20 -91.20 -31.07 -31.07
(0.60) (0.45) 0.77)

4 12.77 991 -61.52 -59.77 20.52 25.32
0.61) 0.47) (0.75)

8 5.76 0.74 -33.16 -20.40 19.90 30.38
(0.62) (0.49) (0.74)

Notes: probit model with a single binary regressor with parameter equal to one. The individual
effect is the standardized mean of the regressor. B, is the probability limit of the linear fixed
effects estimator with constant slopes and B is the probability limit of the average of the linear
fixed effects estimators with individual specific slopes.
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Table 2: Descriptive Statistics for NLSY79 sample

(n =1,587)
Variable Mean Changes (%)
LFP1990 0.75
LFP1992 0.74 0.17
LFP1994 0.75 0.28
kids1990 0.38
kids1992 0.35 0.31
kids1994 0.45 0.51

Notes: LFP - 1 if woman is in the labor force, 0 otherwise;
kid - 1 if woman has any child of age less than 3, 0 otherwise.
Changes (%) measures the proportion of women who change
status between 1990 and the year corresponding to the row.

47



*d0 Yoed 10§ SUOLB[OWIS ()T PUB S, dDA 001 U0 Pasee, 'sdOA 000°0S U0 paseg . ‘suonnadar sdensooq 0z, ~Jorewnisd sdnois urpim Jesury ayy

SOJOUSP 7] Jeaur ‘TN [EUONIPUOD $3}0Udp TIND ‘A TN PoI0d1I09 seiq sepouap Dg-7 {(FTNH) J0retmse pooyrjayI] WWIXEW S)O3JF paxij sejousp 4] ‘densjooq paqinyiad
sojouap g ‘uorpafoid parjrpow sajoudp JIN uonodfoxd earuoues sajoudp gD ‘densiooq omawereduou sajoudp g ‘uonewrxordde [eurou sajouap N ‘6. ASIN :09I1M0S 7661 pue

0661 :spoLad awiL ], "p[o sIedK ¢ UBY) SSI] P[IYD € SBY UBWOM U} JI | ON[BA AU SIe} Jey) J0JedIpul AJI[11d] € SI 10ssa1gal tJojearpur uonjedioned 9010§ Joqe[ St d[qeLrea judpuada(] :SAON

(€0-°11) (z0-°L0-) (0™ 80)
L0 S0~ 90 (z0 ‘61°) (10" °81") 00 ‘L1 [so-Lo-1  (10-Ts=) (007 ‘€S- [0 ‘6v]
90 (20 ‘61-) (10-o1=) (10 ‘91-)  [S0™-“L0™] (0 ‘vt-) 0z [0°8¢-] 14
L0~ (20 “s1°-) (10" ¥1°-) (10" “¢1-) L0~ (€0 ‘80-) (50 01™) €0 L
L0™ (10" °L1-) (10" ‘91™) (00" ‘T1-) L0™ (90-81-) (40~ 07-) - vl
§0- (20" yz-) (10" ‘12 (00 ‘0z-) 10 80~] (0¥8~) (0°¢8~) [0°18-] id
(91-98-) (26 vT'17)
I$- 88 (01°°90'1-) (0 ‘88-) (€07 ‘s8-)  [60 ‘T1¥™]
nqoig
(€0-°11) (z0-90-) (0™ 80)
L0 0"~ 90 (10" ‘61°) (00" “L1™) 00 ‘s1-)  [s0-90-1  (10-Ts-) (00 ‘€S- [20- ‘6v]
0~ (10" ‘0z-) (00" ‘81") 00 ‘s1-) [0 °L0~] 0 v¥-) (0 Tr-) [0°8¢] 1T
L0~ (10" °s1™) (00" ‘s1-) (00" “€1™) L0~ (€0"'80-) (50 ‘01) €0 LT
L0™ (10" ‘91°) (00" °s1™-) 00 “11°-) 90" (90-81-) (40~ “0T~) - a8
50 (10" ‘tT-) (00" ‘0z-) (00 ‘L1=) [0 90" (0°v8™-) (0°¢8-) [0°18~] i
(80-°0L-)  (50-°L9-)  (9F-“11'T7)
6¢- 9¢*- 8L (80" ‘88) (20 “58™) (z0 ‘L) 9¢™-
ngog
a4 ATND 04-44 a4 vld %56 AN %56 40 %S6 189 +4 %S6 N %S$6 189 (X)d
Iedul| [9poN oudweIediwog [OPOIAl 49 [eIoUaD)

o
(1 pr
(o'
(1o
(0o

«d

o
(1 pr
(o'
(r'om
(0'o

«d

(L86°T =u ‘7 = L) Ann1d pue g1 ¢ 3[qeL

48



*dD( Yoed 10§
suone[WIS ()07 PUE S,dOA 001 U0 pased,, 'sdOA 000°0S U0 paseq, “suonyadar sdensooq (07, “107ewnsd sdnois upyjim Jeaul[ ay) sajousp o4 1eaur] YN [FUOBIPUOD SA0UP TND
‘TN Pa10alIod seiq ajrwpjoe( [aued sajousp “Yor[ ‘TN PI0L1I0d selq sajouap Jg-a. (T TINTL) Jojewrsa pooyIayl] WNWIXEW $}03}je PaxXIy sajousp 7 ‘densjooq paginizad
sojousp g ‘uorafoid parjrpow sajouap JIA uondafoid earuoues sajousp g0 ‘densjooq smmewereduou ssjouap g uonewrxordde feurou sajousp N ‘6L ASIN :09IN0S H661 PUe ‘7661
0661 :spotxad dwi P[o s1eak ¢ ey} SSO[ PIIYD € Set UBOM T} JT T SNJeA O} SOB) Jey]) J0JedIpur ANJIHSJ e ST 10ssa15a1 S10jeorpur uorjedroned 00103 J0qe] ST d[qeLieA Juapuada(y :Sa10N

(90-°11") (Lo-‘117)  (50-60-)  (90™-“60™)
80 60 L0 80" (€o-v1-) (€0 "p1™) - [Lo-80-1  (zo-‘19-) (00 ‘9p™)  [¥0-‘0p™]
80" (zo-“L1-)  (0-°s17) - [L0-“60™] 0z (0 ‘9v™) 0171 60
60" (zo-‘s1-)  (€0-‘¢1) - L0~ (1061 (40" ‘T1™) 0™ 48
60 (zo-‘ze-)  (2o-°91-) - 80" (cz 20+ (0T 91) [} €0
80 (To-“L1-) (€0 “p1-) - 80 (60-cz-) (60~ 97-) 81 80’
60 (zo-*s1-)  (€0-°L1™) - 60 (to ‘o1 (10" ‘¢1-) 90" 48
80 (€0-'91-) (20~ ‘91-) - 80 (to-“L1-) (10" ‘07-) I- 90’
L0™ (zo-91-) (€0 °s1™) - 80" (90-‘0z-)  (b0-12-) - 80’
90 (zo-‘s1-) (2o~ “s1-) - [90-“80"] (0°18™) (0°¢8-) lors-] v
(81-°85=)  (sg-7sL-)  (LS™-°66™)
8¢ 6 8L (Or-¢L-)  (L1-"9L-) - loor-79p-]
nqoig
(90 “11") (Lo-“117)  (50™-‘60™-) (90" ‘60™)
80~ 60" L0 80~ (zo-‘¢1-)  (10-°¢1-) - [Lo-<Lo-]  (zo-“1¢-) (00 ‘9%-)  [v0-‘0p™]
80~ (zo-‘91-) (10~ %1™-) - [L0-“80™] (0T (0 ‘9™) 0171 600
80" (zo-*s1-)  (20-‘€1-) - L0~ (10-s1-) (40" ‘T1™) 0" 48
60" (zo-‘61-)  (10-°L1-) - 80~ (cz zo-) (0T ‘91™-) 0 €0
80" (zo-91-) (10~ "1-) - L0~ (60 ‘¢c-) (60 ‘9T-) 81" 80’
60 (zo-*s1-) (10 °1-) - 80 (to-o1-) (10" ¥1™-) 90" v
60 (zo-“L1=)  (10-°91-) - 80" (o<1 (10°‘0z-) I- 90°
L0 (1o-*¢1-)  (10-“¢1) - L0~ (90-°07-) (b0~ ‘12-) - 80"
90 (zo-v1-) (10 1) - [90-“90™-] (0°18~) (0°¢8~) [0°18-] v
(8T-'69)  (s0-‘0L-)  (8T-%9-)  (T$-06™)
9~ 8¢ 9p- - (Cr-9L-)  (L0-*9L-) - w-
ndo
a4 TTND yoef og-4d a4 vad %S6 AN %S6  dD %56 189 +4 %86 N %S6 ’d (X
Jedur| [9pON odwrelediwog [9POIAl AFD) [BIdUD)

oq
(T
(o1
(10t
(r'1°o)
(o0
(o'1°o)
(10
(0°0°o)

«d

o
(r'rpu
(o1
(o
(r'r'om
(00
(0‘1°o)
(T°0°o)
(000

+8

(L8§‘T =u ‘g = 1) Ao pue 447 ' d[qeL

49



"10SS9IS9I 9} JO UBSWI [BNPIAIPUI PIZIPIRPUR)S Y} ST }109]J0 [eNPIAIPU] "}99]jo UOTI}ed0] [RNPIAIPUI PUR auO 0} [enbo 1ojowrered im

J0SS9IS0I ATRUL(] S[SUIS © [IIM [9POW JIqOIJ 090 [RULIeW JO o8ejuadted Ul s10jeWIISO [opowr A[iqeqold Iesul] JO Soseig : 9INSIq

xd xd xd
0T 80 90 7’0 20 00 0T 80 90 7’0 20 00 0T 80 90 7’0 20 00
| | | | | 1 | | | | | 1 | | | | | 1
L& | |
o o o
S S S
| | |
- O - O - O
=} =} [}
@ @ @
L o B L o B L o B
L o L o L o
S S S
o oi—g) — o o—g) — o oi—g) —
QCE) R LICEL) R RICEL) R
L o - o - Q
S S S

50



"SIOYeTI)Sa $109JJo Pax Jo syt Ayfiqeqold pue Og rojeurered [opoul I0J 39S UOTYRIYIIUIPT ;TN dl1jeurereduoy :[opou 31807 :g oInSrj

I3 - - -
ERIAEN]
oniy —

I3 - - -
ERIAEIN]
oy —

I3 - - -
ERIAEN]
oniy —

~
I
-

)
1

~
I

51



"S109]je [eUISIRW 81} JO AjIDIUOjouow 9sodwl spunog-\L) pue (9) uoryenbs

SUISN Poure}qO dIe SPUNO(-r) ‘[OPOW [RIdUSS U0 poseq 01/ s10opo [euIdIewl o8eIOAR JIOJ S19S UOI)ROYIJUOP] :[OpOW IS0 :¢ oIN3Iq

S0
S0

punog-wo punog-wo punog-wo
PUNOE-D e PUNOE-D e PUNOE-D e
NIl — NIl —— NIl —

52



X€=(0,0) X<=(0,1)

— True — True
0 | .-++ GM-Bound 0 | NPMLE
© NPMLE © - - FEMLE
i~ S . i~ o
F 2 A 5 2 4
[Te] [Te]
o o
I I
[ [ [ [ [ [ [ [ [ [ [ [ [ [
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
B p*
XK = 11 Average
— True — Truee ey
v | -~ GM-Bound o | GM-Bound
© NPMLE © NPMLE
- - FEMLE FEMLE
X o o o
3 o | 3 o |
[Te] [Te]
o o
] I
[ [ [ [ [ [ [ [ [ [ [ [ [ [
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
p* p*

Figure 4: Logit model (T = 2). Identification sets for marginal effects and probability limits of

fixed effects estimators.
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Figure 5: Logit model (T = 3). Identification sets for marginal effects and probability limits of

fixed effects estimators.
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Figure 6: Logit model (T = 4). Identification sets for marginal effects and probability limits of

fixed effects estimators.
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Figure 10: Probit model (T = 2). Identification sets for marginal effects and probability limits

of fixed effects estimators.
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Figure 11: Probit model (T = 3). Identification sets for marginal effects and probability limits

of fixed effects estimators.
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Figure 12: Probit model (T = 4). Identification sets for marginal effects and probability limits

of fixed effects estimators.
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